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Foreword 
 
 
Although training is a basic driver of human and organizational effectiveness, the question of 
how best to evaluate training is a source of continuing controversy.  If there is no agreement 
about measurement and how to evaluate training, it is difficult to determine the types of training 
that produce the best performance.  The U.S. Army Research Institute for the Behavioral and 
Social Sciences (ARI) sponsored a workshop on the assessment and measurement of training 
performance effectiveness.  The workshop took place on November 6 and 7, 2000.  The results 
of that workshop are reported in this ARI Technical Report.  It includes papers that are central to 
the questions of assessment and measurement, the summaries of the workshop panels, and the 
briefing charts of the experts who presented to each panel. The question of training evaluation is 
central to the understanding of existing training, the development of improved training, and the 
evaluation of force effectiveness.  ARI plans to continue research on training evaluation focusing 
on those elements that are expected to be central to the Objective Force. 
 
 
 
 

 EDGAR M. JOHNSON 
 Director 
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Introduction 
 
 

Useful work in the physical and behavioral sciences, including engineering, is a product of 
the interaction of three distinct human activities:  
 
1. INTUITION.  An intuitive grasp of significant questions, issues, and topics provides a 

starting point.  Intuitively recognizing key concepts, e.g., time, force, velocity, recognizing 
the means for observing and collecting data related to these concepts, and then collecting and 
analyzing such data distinguishes science and engineering, S&E, from pure philosophy and 
mathematics.   

 
2. THEORY CONSTRUCTION TO ACHIEVE ALGORITHMIC COMPRESSIBILITY. The 

real trick in S&E is to be able to abstract from the virtually infinite data that may be collected 
to reflect the empirical world a manageable sample that will be useful for purposes of 
understanding phenomena, predicting future phenomena, inventing, and/or constructing 
formal models (e.g., theories or formulae). 

 
3. MEASUREMENT.  S&E, as explained above, make fundamental use of gathered data.  

However, not any data will do.  Generally, visual observations supported by calibrated 
measuring devices (e.g., yardsticks, weighing scales, ohmmeters…) provide the most 
accurate, valid and reliable measures of phenomena to create useable data.  By way of 
contrast, human measurement variables (e.g., perception of fragrances), often have weak 
measurement qualities, i.e., uncertain or low validity and reliability. 

 
This workshop was concerned with measurement issues originating when training has been 

conducted, and human performance then needs to be measured to assess the effectiveness of the 
training.   
 

Human performance is itself a complicated function of: the kinds of specific tasks to be 
performed, the wider environment or situation of performance, the conditions of performance 
including tools and equipment, the prior rest and physical conditioning of the trainees, the time 
interval between training completion and performance, intervening learning of potentially 
confusing tasks, and motivation to perform, as well as the goodness of the preparatory training.  
Furthermore, human performance is itself often difficult to observe, and objectively judge or 
rate. 
 

Given the inherent complexity of measurement in training, and given that TRADOC   
faces especially difficult issues as the Army transitions to the future force, with it reliance on 
flexible leadership and multi-skilled soldiers, ARI and TRADOC decided that it would be 
helpful to hold a workshop to provide an overview of the state-of-the-art in training and 
instructional measurement, to hold focused panel discussions for selected key topic areas, and to 
develop recommendations for interventions or for essential R&D. 
 

The workshop was held on the 6th and 7th of September, 2000 at Newport News, VA. 
Approximately 85 people attended. The Agenda is at Appendix A and the list of attendees is at 
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Appendix B.  The papers prepared for this workshop follow in the body of this report.  At 
Appendix C are the outbriefs from each of the five panels:  
 
     Panel 1. Proficiency Measurement in Technical Training Evaluation 
     Panel 2. Leadership Training and Education 
     Panel 3. Staff Training Assessment 
     Panel 4. Unit Collective Training 
     Panel 5. Performance Measurement and Assessment Issues 
 

Briefings are reproduced in Appendix D. 
 

It must be noted here that the idea for conducting this workshop came from Dr. Edgar M. 
Johnson, Director of ARI, who, along with Dr. Michael Drillings, Director of ARI’s Research 
and Advanced Concepts Office, contributed greatly to the formation of the agenda and the 
summary recommendations which follow. 
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Summary Recommendations 
 

The Army Transformation will benefit from systematic performance measurement and 
evaluation.  Successful change requires measurement of trained performance and analyses of 
performance effectiveness to: 

• Guide iterative or evolutionary development (i.e., design, test, revise, test), 
• Ensure training and systems performance effectiveness, 
• Validate effectiveness of training, Training Aids, Devices, Simulators, and Simulations 

(TADSS), and total systems performance.  
 
Goals  
 
Provide Army leaders with: 
• A review of current state-of-the-art methods for individual, team, leader, staff, unit and 

soldier-machine systems performance measurement and evaluation, 
• Identification and clarification of measurement issues, 
• Recommended solutions or identification of essential R&D. 
 
Recommendations 
 
1. Army performance assessment should emphasize the use of convergent measures for the 

multiple dimensions of performance to be consistent with modern assessment practices. The 
additional strain on resources will be repaid with increased validity. 

 
2. Operational units must validate the contents of distance learning (DL) courses to ensure their 

use and effectiveness.  This action will have a high return on investment (ROI). 
 
3. Training effectiveness must be validated by on-the-job performance measures.  The results of 

the validation must be fed back to developers. 
 
4. More frequent assessment of job task requirements and methods are needed to ensure that 

courses are brought into line with requirements created by new or revised doctrine and 
equipment. 

 
5. Because of the need for soldiers to know how to operate specific variations of systems and 

specific versions of computer software, it has become important to assess accurately training 
accomplished and then to record what was learned and when in personnel and training 
databases.  

 
6. GO-NO GO measurement scales may need to be expanded to enable measurement of 

mastery for more effective and efficient training. Research is also needed to examine trade-
offs between mastery-level skill training (included optimal training methods) and the current 
practice of training many skills to only minimum levels of proficiency.  

 
7. Routine assessment of leadership performance is essential for motivating leaders, generating 

feedback for self-development, focusing mentoring, informing personnel managers, and 
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evaluating the leader development system.  ARI’s leadership assessment toolkit will 
contribute to this capability, and help to overcome the existing suspicion of leader assessment 
practices.  

 
8. The Army should provide feedback on leadership assessment during the after-action-review 

(AAR).  A leadership AAR methodology for use by leaders and their assigned observer 
controllers (OCs) is now being explored by FORSCOM.  

 
9. Mission Training Plans (MTPs) do not provide specific Measures of Performance (MOPs), 

and Measures of Effectiveness (MOEs).  R&D is essential for improving this component of 
MTPs for analogue equipped units, for digital units, and for the Initial Brigade Combat Team 
(IBCT). 

 
10. R&D is needed to create effective on-the-job training (OJT) performance measurement and 

recording tools.  These tools will enable the development of better training plans and provide 
the basis for better personnel management. 

 
 

Conclusion 
 

Accurate measurement and assessment of performance, recorded, analyzed, and applied by 
training leaders create accountability and a source of information essential for assuring ROI.  
Evaluation needs to be highlighted as a cornerstone of sound training management. 
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Successfully Evaluating Training Devices in an Imperfect World

Jack H. Hiller, Ph.D., JD, Chief Scientist
1 TRW, Information and Technology Services Division, S&ITG

ABSTRACT

In a recent article on methods for testing and evaluating the effectiveness of training
devices and simulators, the authors (Boldovici and Kolasinski, 1997) identified Type II
statistical error (i.e., failure to reject a false null hypothesis) to be a serious threat to the design of
these tests and the interpretation of their results.  Common problems identified were: low
statistical power (e.g., when performance measures have “high” variability and the sample sizes
are “small,” tests for statistical significance will fail even though there are real population
performance differences); failures to estimate statistical power; and failures to specify the testing
results expected before data gathering that would support any decision to reject the null
hypothesis of equality between experimental and control group performance (i.e., failure to
specify the beta probability regions under the null hypothesis).  Boldovici and Kolasinski
explained that without having estimates of statistical power before conducting a test to evaluate
the comparative performance of experimental and control training groups, sample sizes may be,
“so small as to preclude finding differences between compared groups…” or so large that
evaluation resources are “wasted.”  The purpose of this article is to explain an approach for
designing a testing and evaluation strategy for new devices, especially complex collective
training systems such as the Close Combat Tactical Trainer, when traditional methods of
inferential statistics are not justified because of presumed low statistical power. 

                                                          
1 The author thanks John Boldovici, Harold Wagner, Donald Headley, and F.J. Brown for their helpful comments
on a draft.  Dr. Henry Dubin contributed to a discussion reflected in the view of this paper, but is not responsible for
its wording.  Copies may be requested by EMAIL to Jack.Hiller@TRW.com
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Successfully Evaluating Training Devices in an Imperfect World

Background

The article by Boldovici and Kolasinski focused on the Army’s largest program for
developing training simulation, the Close Combat Tactical Trainer (CCTT).  The testing and
evaluation for the CCTT will most likely be based on a single, major test of a mature design,
because of the high costs for testing large Army units (i.e., armored companies) and the practical
difficulties of scheduling the participation of these operational units.  Since major training device
tests are typically infrequent or one-shot affairs, evaluators will always lack the historical data
that would be necessary for realistically estimating the probability of statistical power and Type
II error.  Thus, requiring device evaluators to estimate the probability of Type II error, as a
prerequisite for evaluation, would logically prevent data collection or analysis of results.
According to the logic of Boldovici and Kolasinski, evaluation would have to stop, or be viewed
as wasting resources to generate unsupportable conclusions. 

A contrasting methodological perspective may be found in Deming’s chapter, “The Logic
of Evaluation,” in the Handbook of Evaluation Research (1975).  Deming distinguishes between
“enumerative “ and “analytic” studies:

Effective use of statistical methods requires careful distinction between enumerative
studies and analytic studies, with continual recognition of the limitations of statistical inference.2
The aim of any study is to provide a basis for action.  There are two broad types of action:

Enumerative—Action on the Frame.
Analytical—Action on the cause-system (process) that produced the frame and will

produce more frames in the future.  Page 57.

Although the use of Deming’s distinction does not provide a perfect fit here, it applies
well to distinguish between the major purpose of the approach proposed in this paper—Action
on the Frame— and the Boldovici purpose, which applies to action on the cause.  In other words,
the approach taken in this paper emphasizes the value of validly conducted formative evaluation,
in which the primary goal is to improve the training product (or to terminate work on it if the
feedback from trainees, trainers and/or subject matter experts is too negative).  In contrast, the
Boldovici approach is summative in nature, seeking primarily to accept or reject a training
product as an improvement over existing or alternative means of training support. Thus, this
article will explain an approach for designing a formative testing and evaluation strategy, keyed

                                                          
2 Deming also cautions against the general application of null hypothesis testing for managing practical problems
and denigrates resort to statistical power estimates as a guide for research:  “We must face the fact that it is
impossible to calculate from the data of an experiment the risk of making the wrong choice. The difficulty is that
there is no statistical theory that will predict from data of the past what will happen under economic or physical
conditions outside the range of the study. We can only be sure that conditions outside this range will be
encountered. There is thus no such thing as the power of a statistical test. (These assertions conflict sharply with
books and teaching on tests of hypotheses…)” Page 60. “The sad truth is that so-called tests of hypotheses, tutored
well but not wisely in books and in teaching, are not helpful in practical problems, and as a system of logic, are
misleading. “ Page 62. 
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to complex unit training systems, for new simulators and devices when traditional methods of
inferential statistics are not justified because of presumed low statistical power. 

Sanity Checks

In 1968, as a new Ph.D. serving on active duty, I was assigned to the Army’s Night
Vision Lab. to assist with their recently adopted plan to include psychologists in the Lab’s
developmental and testing research programs for starlight and thermal imaging devices.  A
collection of charts was shown to me that related target viewing parameters (e.g., light or thermal
target - background contrasts, light levels and thermal readings, target types and their distances
from observers, etc.) to observer performances in judging detection and recognition of various
targets.  The data had been collected from a small number of soldiers (ten to twenty) acting as
observers in a marsh at Warren Grove, New Jersey.  The remarkable characteristic of the graphs
was the smoothness of the curvilinear patterns.  When I asked the responsible physicist how
relatively small sets of data (five to twenty observations) could have generated such smooth
curves, I was shown a French curve as his tool.

Duly outraged by this unscientific analytic procedure, I was led to consult with a leading
expert in sensor technologies (Lucian Bibberman).  When I solicited his support for rejecting the
graphs and the research methodology that relied on small sample observations, he provided the
following two arguments against my rejection.  First, before these small data samples were
collected, there were no field data whatsoever to provide empirical evidence of real world
performance for these new and expensive imaging systems. Second, although the use of the
French curve was itself unjustified, models for performance capabilities of the devices had been
constructed from basic principles of physics, and the data served to validate the models, or show
the need for refinements or rejection.  He asserted that the data collected generally conformed to
predictions from the models.

Thus, I was reminded of earlier lessons in research design.  Some data may be better than
none (only a qualified endorsement for data here, since bad data will mislead).  And data
collected to disconfirm a predictive model (the antithesis of “dust bowl” empiricism) have far
greater utility than randomly collected data.  In common parlance, people will typically suggest a
“sanity” check when a new theory or predictive model has been proposed.  Any procurement
program costing a billion dollars, and possibly critical to the national defense, surely merits a
sanity check, even though application of inferential statistics is not justified by statistical power
estimates.  Thus, I am proposing an approach to training device evaluation that checks for sanity,
not inferential formal statistics (SNIFS).3  The issue that needs to be managed is how to frame an
evaluation strategy to create useful data and avoid any strategy that would produce measures of
random noise, i.e., the unbounded ballpark estimates that Boldovici and Kolasinski properly
criticized. 

                                                          
3  This approach is suggested for application only when statistical power is an unresolveable issue.  Unlike some
others who would abandon significance testing (e.g., Schmidt 1996), I continue to believe that hypothesis testing
with the aid of classical probability distributions or bootstrapped distributions (Lepage & Billard 1992) provides
useful information for shaping theory.
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Prototypical Evaluation Strategies for Producing Useless
Ballpark Performance Estimates

This section proceeds by working through evaluation strategies that have actually been
considered for application to the CCTT.  The analysis of these strategies generally follows the
classical treatment by Campbell and Stanley (1963).
 
SINGLE EXPERIMENTAL SAMPLE ELEMENT WITH A POSTTEST. One armor company
would be trained on a test mission with the CCTT substituted entirely for training in the field.
Where to start?  Regarding statistical analysis, a single sample element fails to provide any basis
for estimating the generalizability of performance that will be found across different companies.
A single sample element is most likely drawn from the most dense region of a normal probability
distribution, but there are no data here to check if the underlying distribution is normal; indeed, it
might be a flat, equiprobability distribution that was sampled.4   Regarding external validity,
substitution of CCTT for all field training makes no sense -- no responsible field commander
would manage his training program this way if CCTT were available, so the experimental use of
CCTT lacks generalizability to real unit training.  

Regarding internal validity, the lack of any control group  (i.e., here an armor company
training without the use of the CCTT) deprives the analyst of any ability to answer one of three
fundamental evaluation questions: how does trained performance for the experimental group
(with CCTT) compare to trained performance for the control group?  (The other fundamental
questions are: a) how well does the system meet its engineering objectives, e.g., picture and
sound quality, mean time to failure, etc? and b) can trainees acquire or maintain the skills
identified as enabling and terminal learning objectives?) The rationale offered to justify the one-
shot group study has been that the experimental group will be evaluated against absolute Army
training standards, a form of criterion referenced testing.  This rationale is defeated by the
unchecked assumption that conventionally trained units (an implicit comparison group) are
routinely trained to standards in the same time frame. 

SINGLE SAMPLE ELEMENT WITH PRETEST AND POSTTEST.  To overcome the lack of a
basis for comparison in the one-shot study, this design uses a pretest to measure the effects of the
experimental treatment (i.e., use of CCTT).  External validity is jeopardized by the effects of the
pretest, since units do not ordinarily take a formal test before training, and never take any test
that exactly resembles the posttest.  Internal validity is also jeopardized by the similarity of the
pretest to the posttest, since the pretest contributes directly to learning regardless of the use of
the treatment (CCTT).  

One virtue claimed for this design is its ability to produce a measure of gain associated
with use of the experimental treatment (the CCTT).  However, Cronbach and Furby (1970) have
argued convincingly against use of gain scores.  Since the typical question requires a comparison
of treatment effects (i.e., which group achieves higher post-training scores, the control or
experimental treatment group ?), the best analysis is a straight forward comparison of results

                                                          
4 However, as the sample size is expanded from one to many elements, the Central Limit Theorem would apply to
assure normality of the sampling distribution for the sample mean values.
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when the comparison groups have been created through an effective random assignment
procedure.  When the groups have not been formed by a valid random assignment procedure and
do not, therefore, accurately represent their population, then no statistical techniques can be
applied to correct for the misassignments, i.e., neither gain score analyses nor any other forms of
covariance adjustments can correct the problem.

Multiple sample units should be included in the experimental treatment and in the control
treatment to enable an examination of the shape of the performance distributions and
examination of the variability of performance within the two or more treatment groups.
Pretesting should be employed only where there are concerns about lack of comparability among
sample units (i.e., individual armor companies here) assigned to the different treatment groups; a
finding of significant and/or “large” differences in performance for the experimental and control
groups on a pretest requires a new effort to randomly assign units to treatment groups –
covariance procedures cannot correct for assignment of superior units to one group and inferior
units to another.

How to Form a Ballpark within the Universe.

Early thinking on how to evaluate CCTT relied on a design strategy in which the control
and experimental treatment groups would be formed by having multiple armor companies
randomly assigned to each treatment, and that is statistically useful.  However, according to one
proposal, the control group was to be constrained to train only in the field, and the experimental
group was constrained to train only in CCTT; furthermore, each individual sample unit (i.e., each
armor company) was left entirely free to construct its own training program, given that it either
stayed in the field or in its CCTT cabinets.  Finally, the units with the CCTT simulators were
totally free to use them for whatever task training they selected in any manner they chose.  Now,
all of this unconstrained variability is very bad for constructing a finite ballpark. 

DAMAGE TO EXTERNAL VALIDITY.  Modern armor units have a variety of training devices
and simulators available.  For example, the computer-based Unit Conduct of Fire Trainer
(UCOFT) has been validated as a high fidelity trainer for tank gunnery.  To have the control
group restricted from using the UCOFT or other devices would be a distortion of normal unit
training that would fail to generalize beyond such an artificial evaluation.

LARGE SOURCES OF UNCONSTRAINED TRAINING PROGRAM VARIABILITY.  There
are hundreds of individual and collective skills to be learned in any of the major missions for
armor companies, e.g., Deliberate Attack.  These many tasks vary considerably on trainability in
the CCTT.  For example, tank drivers can feel the influence of gravity and momentum in the real
world, and cues from these forces act as feedback when driving, but of course the CCTT lacks
this natural form of performance feedback.  Driving skills are best learned through a combination
of a specially designed high fidelity driving simulator and field training.  Before a young driver
is subjected to hours of intense training in the CCTT combat training simulator, where bad habits
may be learned to mastery, there is a need for intense, high fidelity training.  Skill training
sequence and the amount of training employed, to achieve a given level of mastery, are critical
training management features.  Given the many tasks to be trained, the many ways to attempt
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training, variations in sequence and amount, unit training programs allow for nearly infinite
variation.

The design of doctrinally approved unit training program models is a responsibility of the
Army’s Training and Doctrine Command (TRADOC) which it has fulfilled, with targeted
funding from the Army’s Director of Training and research assistance from the Army Research
Institute (ARI).5  Highly experienced military trainers, retired and currently serving, constructed
detailed training program models that specified sequence, duration or repetitions, and expected
quality of alternative training media, e.g., named simulators and devices and different field
training conditions.  To ensure the utility of the models, they were translated into training
program guides which units can use for constructing their own training programs (Hiller,
Wallace, Marcy, and Akam, 1995). The TRADOC worked as a co-developer to develop these
training management guides (called Combined Arms Training Strategies, CATS), which may
also be applied as a framework for conducting the CCTT evaluation.  The ballpark is thus seen
here to be forming from the CATS framework.

USE OF CCTT FOR HIGH PAYOFF STRUCTURED TRAINING.  Given the variable quality
of task training offered by CCTT (good daytime gunnery; excellent command and control day or
night; low quality driving fidelity, etc.) there is an opportunity to enhance the payoff from CCTT
training by capitalizing on its strengths and avoiding its weaknesses.  The practice of carefully
scripting training scenarios to train specified tasks (e.g., call for fire on a high priority threat),
while avoiding execution of tasks in a low fidelity environment (e.g., movement on or near
minefields where the warning cues are not realistically portrayed) has been termed structured
training  (Brown, 1994).  The concept of structured training has been adopted by TRADOC, and
has provided the basis for development of a library of structured training scenarios for use in
CCTT training.  
With the provision of a structured training program for using the CCTT and a formalized unit
training management guide (CATS), the ballpark is now visible, and worthy of attracting
evaluators.6

Varieties of Useful Measures of System Performance Effectiveness

Testing and evaluation is limited to the kinds of relevant data or measures that may be
collected.  In the case of CCTT, there is potentially a richness of data.  Three dimensions of
evaluative data are identified here: Results or Outcomes, Task Performance Process and
Procedures, and Subject Matter Expert Evaluation.

                                                          
5 ARI organized and managed a contract program performed by the BDM Corporation as the primary contractor,
with support from PRC Inc.

6  The program for developing this library was funded through extraordinary support from the Army’s Deputy
Under Secretary for Operations Research, Walter Hollis, and the Commanding General of the Operational Test and
Evaluation Command, MG Lehowicz, with the work directed by the Army Research Institute Research Unit at the
Armor School, and with contract support from the Human Resources Research Organization and the BDM
Corporation.
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TASK AND MISSION PERFORMANCE OUTCOMES.  The first thought on how to evaluate a
training system or program is to check if the trainees are mission capable, as demonstrated by
their accomplishment of mission assignments or contributing tasks.  For the Army, there are
three bottom-line measures, which are: seizing terrain, holding terrain, and the ratio of enemy
killed to friendly killed, the traditional casualty exchange ratio.  These measures have an obvious
relevance for evaluation, but in the context of CCTT will be limited by practical considerations
to small sample sizes at the company echelon, and thus offer weak statistical power.
Measurement reliability may be improved, however, by conducting repeated tests for the few
units tested and then averaging test performances.7  For example, in a study of the relationship
between Ground OPTEMPO and unit performance, as measured by casualty exchange ratios, a
sample of only 16 combined arms brigades was available.  Each of the brigades was naturally
divided into two combined arms task forces.  Each task force fought four or five battles on
defense at the National Training Center (NTC) producing a single casualty exchange ratio as the
performance outcome measure for each battle.  The four or five ratios were averaged for each
task force, and then the two averages for the two task forces in each brigade were averaged.  The
16 averaged casualty exchange ratios were then correlated with the Ground OPTEMPO
expended by the 16 brigades in the six months preceding their visit to the NTC.  The correlation
for defensive missions was r = .64, p < .01, demonstrating the power of averaging, since any one
battle appears to present considerable random variation (Hiller, McFann, and Lehowicz 1994).

PROCESS MEASUREMENT.  Army doctrine specifies how tasks are to be performed to meet
standards where a given procedure is believed to be optimal or where standardization contributes
to training and performance efficiency.  Observation and measurement of how tasks are
performed is generally more informative and useful than mere outcomes, especially when
outcomes are contingent on a number of uncontrolled or poorly controlled variables, such as
enemy preparation and effectiveness, changes in weather, etc. (discussed in Hiller 1987 and
1994).  While observation of performance in the field is often difficult to arrange, observation of
performance within the computer-based CCTT may be relatively easy and precise.  For example,
a gunnery task that requires the tank commander rapidly to direct aimed fire on a visible threat
may be hard to observe and record in the field, but may be done well within the CCTT.

Process measurement of complex unit collective tasks may unfortunately suffer from
rater unreliability with no warnings to evaluators. The short “war story” that follows illustrates
this problem.  In the early 1980s, I led a team of training developers as we reintroduced small
unit (infantry squad) battle drills to the Army’s training literature (Hiller, Hardy, and Meliza
1982). The evaluation team members consisted of an outstanding Lieutenant Colonel and
Platoon Sergeant of infantry (Jones and Jackson), an experimental psychologist (Meliza), and a
civilian researcher with many years experience with the infantry (Hardy).  Each of the raters,
who shared in writing and carefully editing all of the drills, independently scored infantry squads
as the squads performed after training to standard, by the squads’ own reckoning.  As it turned
out, each of the raters produced a distinctive rating pattern that defied inter-rater reliability.  LTC
Jones scored almost all performances as NO GO.  PSG Jackson scored almost all performances
as GO. Meliza scored GO and NO GO equally often.  Hardy felt that the terrain and enemy

                                                          
7  It is useful to recognize that this concept serves only to increase the reliability of performance measurement for
the few units included in a sample, but does not increase the generalizability of results. 
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conditions described for effective training in the drills had not been met and refused to score
performance as meaningless. Thus, even knowledgeable raters need to be calibrated, and the
Army’s Operational Test and Evaluation Command is working to develop training to control
inter-rater reliability.

SUBJECT MATTER EXPERT EVALUATION.  There are three sources or kinds of subject
matter experts  (SMEs) that can provide valuable objective and subjective information for
purposes of testing and evaluation.  These are SMEs who serve as:     

a) independent observers of training, 
b) trainees with sufficient expertise to provide valid evaluative information, and
c) trainers.

Active and retired service members possessing a depth of real-world experience with the
functions and tasks to be trained can be tasked to independently observe and evaluate training
(including their non-disruptive questioning of trainees).  These SMEs should be directed to
identify any training features that are good, with appropriate explanations.  SMEs should also be
asked to indicate any features of a device that produces poor training or even negative transfer to
live performance.  Asking SMEs to comment on the value and quality of a device or simulator is
traditional, but for a simulator as complex as the CCTT, evaluators should solicit evaluations
according to explicitly identified system components or features.  A short list would include the
following.

Performance Cues.  Clarity and fidelity of the terrain and objects presented on viewing screens
for daylight and thermal displays.  Audibility and fidelity of communications, and realism of
noise.
Response Controls.  Fidelity of the feel and responsiveness of operator controls.
CCTT Performance Feedback.  Fidelity of system reaction to operator responses. For example,
does the tank slide back when a vertical climb is too steep or stop when crashing a hillside?

Summary Performance Feedback System for Supporting After Action Reviews.  Does the system
cover the most important sources of information, provide sufficiently easy and rapid access, and
present the feedback in a manner that is easy to comprehend and apply to learning and selection
of follow-on training activities? See Meliza, Bessemer, and Hiller (1994) for a comprehensive
description of an experimental system.

Training Management.  Appropriateness and usability of the Combined Arms Training Strategy
and the CCTT Lesson Library (e.g., do users find that the ground OPTEMPO saved, say 80
miles per year, is tolerable, and the large number of simulated miles, say an extra 1000 per year
in CCTT, provides a training advantage).  Usability of the CCTT training management system
for tracking each unit’s training history of demonstrated strengths and weaknesses (including
tracking of unit leaders and members by name to meet special training needs created by
personnel turbulence and turnover), and usability of the lesson selection and scheduling tools. 
The reader may have noted that simple descriptive summary statistics will be adequate for the
SME evaluation.  Thus a straightforward sanity check is sufficient for this evaluative dimension.                          
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Analysis of Testing Data

Results from the three evaluative dimensions should be compared for consistency and
sensibility.   Outcome results from performance of missions may be explained by results from
the procedural task performance evaluation, and results from the task performance evaluation
may be explained by the SME’s evaluation.  Corroboration of testing and evaluation results from
such multiple sources (a form of convergent validation) will provide greater credibility for
conclusions than the mere rejection of a single null hypothesis (Lykken, 1968).  Furthermore, if
the results found seem unexplainable and implausible, then the finding may not be made
acceptable simply because the null hypothesis was rejected (see Lykken’s discussion of the
uselessness of significance testing to validate implausible hypotheses). 

When descriptive data summaries for the three dimensions consistently support a
conclusion that the experimental training program is equal or comparable to conventional
training (which is the CCTT training program goal under the CATS), then the evaluation may
fairly conclude that the experimental program has met its goal.   If the experimental program’s
results are inferior to conventional training, then the first question to be answered concerns the
magnitude and specific areas of necessary improvement.  For small apparent differences between
the experimental and conventional systems, no further analysis would be justified, but for
apparently large differences, a test of the null hypothesis is desirable to avoid drawing
conclusions from chance results.  A failure to reject the null hypothesis should force attention to
issues concerning Type II error, as discussed by Boldovici and Kolasinski, and/or a check for a
possible problem with the sampling procedure used to form the experimental and control groups.

When the evaluation results consistently show deficits in the performance of members of
the experimental training group, regardless of magnitude, then detailed examination of the
specific deficits is warranted to identify faults to be corrected. 

Given a conclusion that substantial or consistent deficits have been found, then analyses
should be conducted to identify the source(s) in the experimental device, the training scenarios
or techniques, and the training program’s management. For  example, consider a circumstance in
which the conventional group scored an average of  88% tasks correctly performed and the
experimental group scored 80%, with the null hypothesis for  task performance differences
between the conventional and experimental groups rejected at p<.01.8  The difference for the
averages at 10% may be regarded as substantial, but the training device would not be discarded.
Instead, evaluators and training developers would search to find any tasks systematically under-
performed in the experimental group to fix the device or the training program.  After corrections
have been made, testing would be resumed as is customary for iterative training development
methods.  The development of experimental devices will be terminated only when serious or
fatal problems have been found that defy correction, or when the corrections cost too much.

                                                          
8  As a practical matter, task performance profiles would be examined, regardless of any failures to reject the null
hypothesis, to find specific meaningful problems and affordable solutions.
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Analysis of OPTEMPO-Simulator Tradeoffs

Budgetary constraints dictated that the CCTT’s procurement and maintenance costs
would be amortized by reducing Ground Operating Tempo (OPTEMPO, i.e., field training
mileage).  Given that CCTT offers high quality training, it might be possible to reduce field
training below the amortization value to save money.    There is, however, an intractable
methodological problem confronting any evaluation of substitutability of simulator training for
field training when the evaluation would be conducted with trainees who enter the evaluation
after having experienced field training.

The soldiers participating in any contemporaneous evaluation will have previously
trained for years in the field, most particularly the leadership -- the Non Commissioned Officers,
Captains, Majors, Lieutenant Colonels and full Colonels.  The command and control training of
these leaders in the CCTT simulators, and their learning from the simulation, will be conditioned
by their years of field experience.  They will tend to avoid making mistakes in the simulator that
they remember from previous field training and perform according to long memories.  Thus,
potential inadequacies in the simulation will be “overlooked” by using the simulator as a
memory prompt.  Later field performance during testing can be expected to benefit from training
in the simulator, but a major contribution to the simulator training will have been rekindled
memories of earlier field training.

Consider now test results in which the experimental group, who used the CCTT with a
substantial reduction in field training, performed as well or better than the field training control
group.  The budgeteers might interpret such results to mean that OPTEMPO may be substantially
reduced.  However, we can see that such a one shot evaluation can not be used to accurately
estimate a harmless reduction in OPTEMPO. Accurate evaluation of the proper mix of field and
simulator-based training can only be accomplished over an extended period of time.

Major New Applications of the Billion Dollar CCTT

We have until this point taken for granted the purpose of the CCTT, and that is a topic of
neglect.  Evaluation is fundamentally driven by the purpose of the object to be evaluated, and its
major components.  The underlying technology for the CCTT has been termed appropriately
Distributed Interactive Simulation (DIS), and early in the development of DIS technology it was
recognized as having a potential for doing more than training routine unit collective mission
skills.   Tasks that are especially difficult to train, dangerous to train, and expensive to train in
the field could be mastered (e.g., multi-service and joint fire support of ground operations).
Highly efficient focused training for leader battle command skills could be conducted by
substituting CCTT in conjunction with war game models (e.g., JANUS) for training a portion of
expensive large scale maneuvers. The CCTT is recognized to have a latent capability for
enabling units to rehearse the execution of specific missions on objective terrain by
incorporating up to date maps and satellite produced photographic imagery.  Furthermore, the
technology has the latent capability to enable research on execution of existing tactics,
techniques and procedures by creating an archival data base of unit performance that could be
researched for “Lessons Learned,” as had been done earlier by the Army Research Institute for
data collected from training at the National Training Center, Ft. Irwin, California.  Finally, a
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powerful application of  DIS technology would be its use in examining and developing newly
conceptualized doctrine, communications, and weapons systems, with the user in the loop to
realistically assess the feasibility and value of proposed innovations.  These future applications
of CCTT technology should be addressed by future evaluations. 

Conclusions

Use of the Combined Arms Training Strategies (CATS) and use of the CCTT library of
structured training scenarios in testing and evaluating the CCTT will radically constrain
variability of results, as compared to the original, unconstrained evaluation concepts.  With
variability of unit train-up programs controlled by application of doctrinally approved unit
training management models (i.e., CATS), and variability in the use of CCTT constrained by its
doctrinally approved library, a plausible basis for conducting a sanity check (SNIFS) of CCTT
data is established.  Based on these considerations, evaluating CCTT data by SNIFS may present
a practical solution for the problem created by low statistical power.  Once in the ballpark,
descriptive statistics may be collected for all three evaluative dimensions and used to form
reasoned judgments on the value of complex, device-based simulations, such as provided by the
CCTT.  The application of SME judgment was given a prominent role here for evaluation and
for identifying specific problem fixes and improvements.

Ultimately, there is no compelling need to determine by a test of the null hypothesis if the
conventional and experimentally trained groups are different, for they surely are.  Their
differences are not at issue unless the experimental group is found to be “substantially” inferior
by outcome measures (“interocular significance, a result that hits you between the eyes,” Scriven
1997, page 20) or by observations of procedural task performance mistakes, or by SME
judgments to reject the device for stated reasons.  In all likelihood, any  “substantial” unit
performance deficits or serious dislikes found and judged to be practically significant would
stimulate redesign efforts and re-testing --- and not determine any wholesale rejection of the
experimental device. The salient issues for evaluators concern robust effects or differences and
analysis of their sources to fix problems or capitalize on successes.

Once the experimental group performance is found to equal or exceed the conventional
group, the training device would be judged effective, and the training management strategy
(CATS) and its lesson library would be considered validated, so that only the financial costs of
the new device and its new training capabilities  (as described above for major new applications)
would constitute the proper grounds for procurement decisions.  Thus, hypothesis testing has at
most only marginal relevance after a substantial investment has been made in a new training (or
operational) technology, and problems may be corrected by affordable solutions.  Furthermore,
following Lykken’s (1968) reasoning on the value of significance testing for experimentation,
we may conclude: 

the finding of statistical significance is perhaps the least important attribute of a good
[evaluation]; it is never a sufficient condition for concluding that a theory has been
corroborated, that a useful empirical fact has been established with reasonable confidence
– or that an [evaluation] report ought to be published.  (Page 158).

                                                                References
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At times it seems that “Enhanced Situation Awareness (SA)” has become the rallying cry
for today’s combat developers.  “Enhanced SA” promises to make fighting wars, and related
ventures, faster, cleaner, …more efficient.  We hear that the “seamless integration” of disparate
digital technologies will produce a “common picture of the battlefield,” which will give soldiers
and leaders “perfect situation awareness.”  That all sounds appealing.  Knowing the location, and
the intent, of all friendlies, enemies, and civilians will be of great help; clearly casualties and
fratricides should be reduced.  Whether these digital dreams will be realized is yet to be
determined.  In the mean time, you might want to hold onto your compass -- just to be safe.  

Most of the focus on SA has been on the design of digital architectures, digital displays,
and a smorgasbord of sensors.  By contrast, we in the training, leader development, and soldier
(TLS) business see one of the most critical SA requirements as being how to develop leaders
who can exploit the new digital information.  That is, how do we train leaders and soldiers to use
the digital equipment and the plethora of information to make better decisions.  In part, we know
this is going to require valid SA measurement approaches that can assess SA processes,
outcomes, and related decisions.  This paper discusses work we have done to address some of the
unresolved TLS SA issues, including an Infantry-focused SA model, new SA measurement
techniques, and on-going SA research.  

One of the problems in dealing with SA is that there is no commonly agreed upon meaning
for the term. The Army tends to refer to SA as knowing where you and your buddies are, where
the enemy is, and the location of civilians.  This definition is useful, but lacks the breadth and
precision needed for theoretical models.  Pew (1998) notes that SA definitions tend to be circular
and vacuous, i.e., better performance implies better SA and vise versa.  The hardware/technical
crowd often talks of SA in terms of bandwidth, or as being a particular device, e.g., “Here is our
SA display.”   We know that SA involves much more than that.  Maggart and Hubal (1999), for
example, say that SA enables a commander to (1) place current battlefield events into context,
(2) readily share a portrayal of the situation with staff and subordinates, and (3) predict, expect,
and prepare for future states and actions.  In short, SA is a set of related cognitive and perceptual
processes, not a digital system or device.  A good SA model should incorporate the full scope of
SA processes and outcomes. 

The U.S. Army Research Institute (ARI) has been working in the area of SA for several
years, beginning with an Infantry Situation Awareness Workshop that we hosted at Fort
Benning, GA in September 1998.  The workshop objectives were to: (1) develop SA
requirements and performance measures for Infantry combatants and teams; (2) establish a
dialogue between cognitive and behavioral researchers and Infantry warfighters; and (3) identify
requirements for future training, leader development, and soldier research.  The papers from the
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workshop were published as an ARI book (Graham & Matthews, 1999) and can be found on the
web at www.ari.army.mil.  

While the majority of the ARI SA research is being conducted under the Infantry Forces
Research Unit’s (IFRU) Training Modernization workpackage, we have received some
additional funds from the Director of Bio Systems, Defense Research and Engineering
(DDR&E) to follow up on the Infantry SA Conference.  Much of the work being discussed in
this paper, including the Infantry-focused Situation Awareness Model was developed as part of
the DDR&E sponsored project (Endsley, Holder, Leibrecht, Garland, Wampler, and Matthews,
2000).  The ARI, TRW, SA Technologies, and now, the U.S. Military Academy team is
continuing to work together in the SA area.

Individual SA Model 

Much of the SA research and the corresponding SA models have focused on fixed wing
aircraft pilot issues.  Our goal has been to develop an SA model that combines the dynamics of
the Army/Infantry environment with sound theoretical perspectives of SA and human behavior.
Our model centers around Endsley’s (1988) definition of SA, “Situation Awareness is the
perception of the elements in the environment within a volume of time and space, the
comprehension of their meaning, and the projection of their status in the near future.”  Endsley
characterizes SA as having three levels:  (1) Perception, (2) Comprehension, and (3) Projection
of the future.  This conceptualization is similar to that recently forwarded by the Commanding
General, 4th Infantry Division (ID), the Army’s first digital division, that differentiates situational
awareness, situational understanding, and situational dominance.  Following the 4th ID scheme,
situational awareness corresponds to perception or the lowest level of processing.  In this paper,
and for the most experts in the field, SA is a term that refers to whole continuum of cognitive
processing -- from perception to the highest cognitive processes.

We wanted to make sure our model was capable of handling the full dynamics of the
Infantry battlefield environment.  Also, while the focus of the model was originally on Infantry,
most of the factors identified readily apply to all ground forces.  In contrast to the relatively
simple environment of an aircraft cockpit, the Infantry environment is much more complex,
involving multiple transport platforms and all types of terrain, including urban terrain.  Infantry
units also are by definition groups of individuals, with differing abilities and dispositions.
Informing, coordinating, and commanding Infantry units across a dispersed battlefield involves
different SA-related processes than those required to command an aircraft or ships.  Infantry
forces are also unique in their close contact with the civilian population.  Soldiers must perceive
and interpret subtle cues in a foreign culture.  Furthermore, increased SA capability will tend to
produce greater unit dispersion and movement rates, the result of which can be increased danger,
stress, and fatigue.  For excellent insights into the complexity of the modern Infantry battlefield
and SA-related issues, we strongly suggest reading Black Hawk Down, by Mark Bowden (1999).

We thought it essential that the Infantry-focused SA model be consistent with sound,
practical wisdom regarding warfighter dynamics and SA.   For example, we know SA to be
significantly affected by one’s experience, to include individual and unit training experiences.
We also know SA is affected by psychological factors, such as trust and cohesion.  Furthermore,

http://www.ari.army.mil/


despite claims that future SA systems can provide perfect situation awareness, we know that
uncertainty can never be totally dispelled.  We know that SA skills can be developed.  Army
training should expose leaders to increasing amounts and complexity of information, and should
stress their capacity to identify and understand key SA elements in a wide variety of tactical
situations.  We also believe that making “Quality of SA” a standard feature of after action
reviews (AAR) should result in high payoff. 
Figure 1. Infantry-focused model of individual situation awareness.
16

Figure 1 shows the Infantry-focused model for individual SA (from Endsley et. al. 2000).
At the center of the model are the three levels of SA processing.  The first level involves the
perception of the status, attributes, and dynamics of relevant information in the environment.
This will include information on the status of the enemy, friendlies, and civilians, as well as
terrain features, obstacles, and the weather.  The second level, comprehension, involves
understanding the significance of the information in the context of the soldier’s goals.  For
example, the importance of seeing a piece of terrain that has been disturbed may be understood
differently by experienced and inexperienced soldiers. The third and highest level of SA is the
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ability to project the future.  Commanders with high levels of SA are able to project where and
when the enemy will strike, how much time until they receive reinforcements or until the next
artillery volley.  Being able to project future conditions allows leaders to make quality decisions
as to favorable courses of action.

Individuals derive SA from various sources, beginning with their direct observation of
the external world, e.g., sight, hearing, smell, and tactile/kinesthetic senses.  A second major
source of information is that from communications with others.  This includes both verbal
communications, either direct or over radios, and non-verbal communications, for example,
facial expressions or hand and arm signals.  Various electronic sensors and displays will
increasingly become information sources for SA, e.g., from global positioning system (GPS),
night vision goggles, or Land Warrior displays. While the addition of each of these systems
increases the likelihood that critical battlefield information is available to the soldier, there is a
downside.  All of these information sources compete for the soldier’s limited attention and
processing capability.  Increased attention directed toward one source may result in less attention
directed toward another source.  For example, a soldier who is engrossed in analyzing
information from a display may miss other important information around him.  

Many factors can limit an individual’s SA.  The factors include perceptual constraints
such as obstacles, noise and smoke.  There can also be a lack of understanding of commander’s
intent, general confusion, and the enemy can deliberately conceal critical information or provide
misinformation.  Several types of stressors may also affect SA, including physical stressors, such
as heat/cold, boredom, or fatigue, and social/psychological stressors, e.g., fear, anxiety or time
pressure.  Stressors can affect SA in various ways, including attentional narrowing, reduced
information intake, and reduced working memory capacity.  Research has also shown that both
high and low workload can have a negative effect on SA.

Each soldier possesses certain abilities, skills, and knowledge bases that largely
determine the quality of his or her SA.  There is evidence, both empirical and anecdotal, that
suggests some leaders are better at maintaining high SA than are others.  These skills and
abilities may be partially inherent, but they can also be enhanced by experience and training.
The model identifies various cognitive processes involved in developing and maintaining good
SA.  As for the individual cognitive factors, included in the model, SA is going to be most
restricted by limitations in attention and working memory.  The model also identifies leverage
points where the Army should focus its efforts for enhancing SA.  These include the
development of relevant knowledge bases for pattern matching, goal-directed processing, and
automaticity of actions. 

Shared SA

“Shared” or “team” SA is also extremely important, particularly for Army units.  Shared
SA requires shared mental models and shared goals, e.g., a clear and common understanding of
the commander’s intent.  A battalion commander has shared SA requirements with his
subordinate company commanders.  While there will be high overlap in their SA requirements, a
company commander’s requirements will often be too detailed and situation specific for the
battalion commander.  Conversely, the battalion commander may be aware of “big picture”
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issues that are generally beyond the purview of a company commander.  Knowing where to draw
the line, i.e., what to report and what to omit, is critical for successful SA in Army units.  

The omission of critical information, either up or down the chain of command, can lead to
catastrophic SA failures.  Too much information can strain limited communication channels and
thereby inhibit the communication of truly relevant information.  The problem can be minimized to
the extent that each person in the organization clearly understands the SA requirements of the
others.  This level of understanding only comes from considerable experience with other members
of the team.  A pervasive research issue is how to develop greater leader and team experience in
less time.

Shared mental models can greatly facilitate communication and coordination in team
settings.  Team members with similar knowledge bases and cognitive mechanisms are more
likely to interpret information the same way, as well as to make accurate projections about each
other’s decisions and actions.  Without shared mental models, coordination and communication
will likely take more time and effort, and will result in more lapses.  Shared mental models can
be enhanced by:  (1) shared training, e.g., joint training or cross training on different job
functions;  (2) shared experiences, e.g., working together as a team or having similar experiences
either together or individually;  and (3) direct communications between team members to build
up a shared mental model in advance of operations.  
 

A number of studies, e.g., Klein, Zsambok, and Thordsen (1993), have examined factors
affecting team processes that are related to shared SA.  Some of the differences between
effective and ineffective team processes include:

Ineffective Teams Effective Teams

 SA black hole 
      - One member misleads others

 Self-checking
-  Check against others at each step

 Don’t share pertinent information
-  Group norm

 Coordinating
-  Get information from each other

 Failure to prioritize
-  Members go in own directions
-  Lose track of main goal 

 Prioritizing
-  Set up contingencies (shared mental
model)

 Over reliance on expectations
-  Unprepared to deal with false   
   expectations

 Questioning
-  As a group

SA Measurement

Measuring SA in a combat environment poses significant challenges.  Despite the
importance of SA, it is nevertheless an inferred construct that does not directly translate to easily
observable behaviors.  Furthermore, SA is always going to be relative to “ground truth,” and, at
any moment, it may be difficult to know the actual conditions in a fluid combat environment.  As
shown in our model, there are a myriad of factors that affect SA, including information
complexity, rapidly changing information, information overload/underload, tempo, fatigue,
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noise, and stress.  To complicate the measurement process, soldiers and leaders often rely on
very subtle cues from the environment and other combatants.  

Much of the interest in SA measurement surrounds the development of new digital
information systems.  In particular, there is the question as to whether these new systems actually
enhance SA and to what degree.  The systems, e.g., the Army Battle Command System, Land
Warrior, or new video links, typically produce huge amounts of data.  The problem becomes not
the absence of information, but finding the appropriate information when it is needed.  One
problem is that it is sometimes difficult to determine what information the soldier or leader is
attending to at any given time to produce the level of SA he or she may have. 

There are a number of reasons why it is important for the Army to be able to measure SA.
They include:

 Enhancing SA in Military Operations
− What are the critical skills/abilities that lead to high SA?
− What factors hinder SA the most?
− How do soldiers maintain SA under harsh operational conditions?
− What strategies lead to high SA?
− How does SA develop within and between teams?

 Evaluation of system designs
− Do new technologies actually improve SA?
− Which aspects of SA are hurt by technology?

 Evaluation of training programs
− How effective are new SA training techniques?

Figure 2 presents a model for organizing the various types of SA measurement techniques.
The measurement approaches include both inferred and direct measures that can be applied
across the SA continuum from perception through decision-making and action.  A full
description of each type of measure, with advantages, disadvantages, and application
considerations, is included in Endsley, et. al., (2000).  Direct objective measurement techniques,
which query the individual for knowledge and understanding, have been used most extensively.
This technique sometimes introduces probes during on-going exercises, but the more common
approach is to freeze the exercises.  During the freeze, the soldiers are asked detailed questions
about the state of the environment.  This method has been formalized by Endsley (1995) as the
Situation Awareness Global Assessment Technique (SAGAT).

The use of complementary SA measurement techniques often yields the most complete
and useful picture.  Consider, for example, the assessment of the effects of a new global
positioning system (GPS) on SA.  Video recordings or eye tracking could be used to determine
how much time the soldier time spent looking at the device, and whether the soldier used the
GPS while being stationary or on the move.  Direct measures of SA, such as SAGAT, could be
used to ask for relevant information, e.g., current location, correct azimuth to next point, or the
location of the best tactical position.  You could also measure soldier performance, such as time



and accuracy of a decision, the ability to recover from system failures, or the speed and
adherence to a prescribed route.
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Figure 2.  Process model of situation awareness measures.
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SA Measurement and Decision-Making Training
In a Virtual Environment

ARI, in partnership with the U.S. Army Simulation, Training, and Instrumentation
mand (STRICOM), and the Army Research Laboratory (ARL) is working to develop

ctive methods for training small Infantry units in virtual environments (VE).   We recently
ducted an experiment whereby we trained Infantry platoon leader decision-making skills in
Squad Synthetic Environment (SSE).  The SSE, a set of full-immersion simulators, is
cribed in Pleban, Eakin, and Salter (2000).  

Figure 3 shows a soldier being trained in the SSE during the July 2000 experiment.  The
ectives of the experiment were to (1) assess the capability of the SSE as a decision skills
ner, and (2) to develop and validate platoon leader SA measures.  

 Measures Development

We began by conducting an SA requirements analysis for Infantry operations in urban
ain, as described in Matthews, Pleban, Endsley, and Strater (2000).  The requirements



analysis revealed seven key goals for attack
and defend MOUT missions. These were:
avoid casualties, negate the enemy threat,
movement (reach point X by time Y), assault
through an objective, hold an objective,
provide stability and support operations
(SASO), and function in a team
environment.  The seven goals were, in
turn, further broken down into subgoals. 

 Based on the SA requirements
analysis, three different SA measurement
devices were developed - a SAGAT-based
measure, a situation awareness behaviorally
anchored rating scale (SABARS), and a
participant subjective SA questionnaire
(PSAQ)

SAGAT.  Twenty-one probe
questions were developed, including
questions about troop locations, available
assets, and projection of the future.  As
previously discussed, the SAGAT
procedure uses a freeze frame technique.

Four times during the selected scenarios the virtual simulation exercise was halted.  A laptop
computer was then rolled into the VE chamber on which platoon leader answered a series of
randomized SAGAT questions.  Figure 4 shows one of the SAGAT computer questions.  The
platoon leader’s task was to
drag the unit symbols to the
appropriate positions on the
Fort Benning McKenna
MOUT site map. 

SABARS.  Expert
observers rated the platoon
leaders on 28 observable
behaviors related to SA.
Specifically, the SABARS
were five-point scales (with an
additional response for “not
applicable”) on which the
performance on specified
behaviors was rated from
“very poor,” to “borderline,”
to “very good.”  

Figure 3. Soldier being trained in SSE.
Figure 4.  SAGAT computer screen.
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Representative items included:  “Solicits information from squad leaders,”  “Asks for pertinent
intelligence information,”  “Uses assets to effectively assess  environment,” and “Projects future
possibilities and creates contingency plans.”

PSAQ.  At the end of each scenario, the platoon leaders were asked to rate their own SA
on a five-point scale.  An example was, “Please circle the number that best describes how aware
of the evolving situation you were during the scenario.”  Response options ranged from “Not
aware of the situation” to “Completely aware of the situation.  The platoon leaders were also
given space to make open-ended comments about their SA.

Experimental Method and Analysis

Fourteen platoon leaders, seven experienced and seven inexperienced, were each given the
opportunity to plan and execute four platoon level missions in the virtual urban environment.
The platoon leaders were run individually, one platoon leader per day.  The company
commander, first sergeant, and squad leaders were confederates who followed scripted scenarios.
The remaining platoon members, adjacent platoons, and the opposing force were computer-
generated forces.

The first mission (Stability and Support Operation/Civil Disturbance) was used as a pre-test
while the fourth mission (Secure Village/React to Downed Helicopter) was used as a post-test.
During the middle two missions (Company Assault, Defend Town), the platoon leaders were
coached on their decision-making and were given the SA assessment instruments.  The missions
ended with an after action review.  Each of the scenarios contained four to six pre-determined
decision points.  In the “Company Assault,” for example, the platoon leader had to make
decisions about a failed breach attempt, a squad leader reporting that one of his squad members
refused to fight, breach holes that were too high, and leaking containers in the midst of dead
civilians. 

The analyses will compare the decision-making performance with the objective and SA
subjective measures.  The report will be available in Nov 00 (Pleban, Endsley, Salter, Eakin,
Strater, and Mattthews, in preparation).  Interviews with the platoon leaders at the end of each
day regarding the effectiveness of the virtual decision-making training were quite encouraging.
Twelve of 14 platoon leaders said they thought the training improved their decision-making
skills.  Some representative comments were:

"I learned more about decision making in my day here than in all of IOBC [Infantry
Officer Basic Course].”

"I was challenged by actual insertion in the virtual simulation vice "observing" JANUS. I
was required to perform."

"It gives leaders the opportunity to learn without jerking soldiers around.  By the time
leaders step in front of soldiers they will have some experience."
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"Seeing the results of decisions I made greatly illustrates the effects/chaos of poor
decisions or no decisions at all.”

Other SA Research 

We are starting to see some real progress in the modeling and measuring of SA for
ground forces. In addition to the work described here, we have also been working with the ARL–
Human Research and Engineering Directorate (HRED) and the Natick Soldier Center on
measuring SA in the MOUT ACTD.  There is also other SA work going on in the Smart Sensor
Web program.  In addition we currently have two small business innovative research (SBIR)
projects that are about to begin that should provide useful insights and products.  They are an
OSD SBIR “Enhancing Situation Awareness in Military Operations,” and an Army SBIR,
“Assessing Decision-Making Skills in Virtual Environments.”  We in the TLS research
community understand that research on ways to better train and measure SA is necessary if the
Army and DoD is going to reap the full value of the new, and expensive digital systems.  To
succeed, we must continue to cooperate with one another in our research efforts and in
communicating the value of this work to sponsors and stakeholders. 
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Measuring Performance In Distance Learning Environments

Robert A. Wisher
U.S. Army Research Institute

Introduction

Military training is concerned with increasing the capacity to perform military functions
and tasks.  For training specialized skills in the military, learning outcomes are established by
doctrine and the criteria for minimally acceptable performance are generally set.  Regardless of
the delivery medium used or the instructional strategies employed, the learning outcome from
training must ultimately translate to favorable performance.

  
The Training and Doctrine Command (TRADOC) is embarking on a major change in the

delivery of individual and self-development training.  By applying multiple media and networked
delivery technologies, training is to move from classroom-centric instruction to a learner-centric
model.  With around-the-clock access to distance learning environments, soldiers will take on
greater responsibility for learning facts, procedures, and complex skills as well as enhancing
their teamwork skills.  This change alters the manner in which future training will essentially be
distributed and the methods by which training performance can optimally be measured.

TRADOC is transforming courses and configuring classrooms to accommodate the
distributed training concept.  As described in The Army Distance Learning Plan, over 525
courses are slated for redesign to a distance learning format by 2010.  Related to this
transformation, the National Guard Bureau established the Distributive Training Technology
Project, which provides high-speed network links to armories in all states and territories (Bond &
Pugh, 2000).  The Army Reserve maintains a Distance Learning Futures Group which is
examining alternatives to the traditional model of classroom training.  Altogether, over 750
distance training facilities are planned throughout the Army, which would cover 95% of the total
force, active and reserve components.  In addition to these planned facilities, training will also be
delivered to the workplace, to soldiers’ residences, and to other sites apart from the traditional
classroom.

At the same time, the Department of Defense (DoD) has established the Advanced
Distributed Learning (ADL) initiative.  This initiative grew out of a strategy to “harness the
power of learning and information technologies to modernize education and training” (DUSD
(R), 1999).  ADL reflects the vision of ensuring “that DoD personnel have access to the highest
quality education and training that can be tailored to their needs and delivered cost effectively,
anytime and anywhere” (DUSD (R), 1999).  The ADL initiative also marks a shift from
classroom delivery to a model of training on demand through distributed learning technology.
The advantages are increased accessibility to training, a reduction in long-term costs, the ability
to change content rapidly, and a hoped for improvement in the overall product of training –
performance.

An underlying assumption of these Army and DoD initiatives is that the quality of
training shall be maintained whenever and wherever it is delivered to the service member. 
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Learning outcomes from a distance learning program must be on par with those from classroom
instruction, if not better.  The advantage of training from a distance, however, brings up the issue
of measuring performance at a distance.  How well can soldiers learn through distance learning
technologies?  What are the special requirements for measuring performance?  Are there limiting
factors? Do training policies need to be updated?

This paper examines these issues.  It begins with a brief overview of distance learning
and then discusses current paradigms for assessing learning outcomes.  Several empirical
examples from military applications of distance learning are reviewed.  Shortcomings in current
measurement practices are identified.  Finally, the application of distance learning technologies
as a measurement resource are presented along with considerations for future applications.
These considerations included the development of performance metrics in the Shareable
Courseware Object Reference Model being promulgated by the ADL initiative.

Distance Learning Overview

One definition of distance learning (DL), articulated by the Los Alamos National
Laboratory, declares it to be structured learning that takes place without the physical presence of
the instructor.  This definition has been accepted by the U.S. Distance Learning Association and
by military, government, education, and private sector activities concerned with the development
and use of DL.  Several defining characteristic of distance learning are: the physical separation of
instructors and learners while instruction occurs, the presence of noncontiguous communication
between student and teacher (through electronic media or print), and the volitional control of
learning by the student rather than the instructor (Sherry, 1996).  Table 1 provides a summary of
the media being employed to deliver structured learning to the distant student.  Forms of print,
audio, and video represent early versions of distance learning.  Computer-mediated conferencing
and intelligent tutoring systems represent more recent advances.  The Internet transcends all five
categories.

Table 1. Summary of Delivery Methods of Distance Learning

PRINT   Delivered through mail, facsimile, or downloaded from the Internet
Correspondence study Training Manuals Study Guides

AUDIO   Delivered over cassette players, personal computer, telephone, radio, or the Internet
Audio cassettes Compact disc Voice mail
Audio conferencing Radio broadcast
Audio teletraining Streaming audio

VIDEO   Delivered over videocassette players, personal computer, satellite, microwave, 
fiber optic, cable, telephone, or the Internet
One-way video, 2-way audio CD-ROM Streaming video
Two-way video, 2-way audio DVD Videocassette
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Table 1. Summary of Delivery Methods of Distance Learning (Continued)

COMPUTER-MEDIATED CONFERENCING – Delivered through computer networks
Application sharing Bulletin board E-mail
Audiographics Chat Room White Board

COMPUTER-BASED TRAINING – Stand-alone (non-networked) training applications;
audio and video as above. 
Intelligent tutoring systems Embedded training Electronic page turners

A distance learning course applies one or some combination of these delivery methods.
Instead of meeting at a centralized training location, DL offers instruction to students
individually or in small groups situated at remote sites.  The instruction can be synchronous in
some applications or asynchronous in others.  For synchronous delivery, instruction is projected
from an origination site to two or more remote sites.  As the breadth and reach of distance
learning increases, combinations of delivery media will become more common and the Internet,
or intranets, will assume a more central role in delivery and performance assessment.

Applications and Evaluations

According to the National Center for Education Statistics, there were 54,470 distance
learning (DL) courses offered by institutions of higher education in the United States in 1998.
An estimated 1,230 degree programs and 340 certificate programs were offered exclusively at a
distance during 1997-98.  The market for distance learning  (which is also termed distributed
learning, "DL" refers to either in this paper) is even larger when including training in
government and industry.  Each of the armed services and many large agencies have DL
programs, which have been expanding in recent years.

  The evaluation literature on DL has shied away from program effectiveness and focuses
instead on usability, equipment quality, learner preferences, and learner satisfaction.  Koble and
Bunker (1997), for example, examined publication trends in a leading DL journal and found only
21% concerned evaluation of effectiveness.  This is in part due to the time and cost necessary to
perform a sound evaluation, particularly when students at remote sites must be factored into the
sample.  It also reflects a general lack of interest in measuring learning outcomes and
performance.  Many evaluations are conducted as an afterthought.

When evaluations are conducted, they are often done poorly.  In a study concerning
educational environments, Phipps and Merisotis (1999) point out that most research on distance
learning does not control for extraneous variables nor use random assignment of subjects, and
the validity and reliability of the instruments used to measure outcomes and attitudes are often
questionable.  In a parallel report on the literature as it pertains to training, Wisher and
Champagne (2000) concluded:  most research is anecdotal; when effectiveness is examined it is
usually based on an ambiguous experimental design; when effectiveness is measured
comparative results are only reported approximately one-third of the time; and when data are
reported there are analytic problems and errors in reporting that are often overlooked by
researchers.  In another examination of the literature, Joy and Garcia (2000) randomly selected
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representative samples of media comparison studies, and illustrated inadequacies of
methodologies and conclusions.

Threats to Internal Validity in DL Research

The term “threats” has been used in research to represent alternative explanations for the
results that are reported.  A design that eliminates these threats is said to have high internal
validity.  That is, a DL program possesses internal validity if it can be established that the cause
or treatment (i.e., use of DL media with a particular instructional strategy) was responsible for
the effect or outcomes of the program (e.g., satisfaction, learning, performance).  If internal
validity cannot be demonstrated due to poor design, then the evaluator cannot conclude that the
program “worked” (i.e., caused the higher performance).

Some researchers use designs that fail to eliminate many alternative reasons for the
consequences of the training program.  This usually occurs because of the lack of a comparison
group and/or failure to obtain more than one measure of performance.  Designs which use
equivalent comparison groups or include pretest and posttest measures can make the results of
DL studies more meaningful.  Below are just a few of the threats to internal validity or
alternative explanations for the results that can occur in studies of the training effectiveness of
DL.  In each case, the researcher may mistakenly attribute success or failure to the DL
technology when it may have been due to another cause:

history - Changes in performance or attitude may be due to another specific event, other than
the treatment or use of DL.  For example, students may have learned the material from a
source outside of class or were inspired to seek out other information outside of class.
maturation - Changes in performance or attitude measures may be due to students becoming
less interested in the program or more fatigued over time.
mortality - Students with less ability, motivation, or time resources may become discouraged
and drop out during the program so that the average posttest knowledge-based scores are
higher than the average pretest scores.
test sensitization - Pretest measures may sensitize students to the knowledge-based items and
they may score higher on the posttest regardless of the content of the training program.

Learners bring various degrees of prior knowledge to the learning process.  Tobias (1994)
determined that prior knowledge accounts for between 30 and 60 percent of explained variance
in posttest scores.  This knowledge is not always assessed prior to an instructional treatment,
leading to a potential confounding in the interpretation of learning outcome data.
Disappointingly, 50% of the evaluations relating DL to a training outcome use variations of a
posttest-only design, whereby students were given a test of knowledge following the
administration of the DL-based course (Wisher & Champagne, 2000).  This design is generally
uninterpretable due to the lack of a pretest measure of knowledge.  Furthermore, half of the
posttest-only designs did not use a comparison group, students who were not administered the
course via DL.  Threats to the internal validity of studies reported in the DL evaluation literature
abound, limiting any overarching conclusions that can be drawn about its impact on performance.
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Performance and Learning Outcomes

Factors influencing individual performance have been studied in the laboratory, in
educational settings, and in the workplace.  There have been problems in generalizing findings
from one environment to another (Fleishman and Quaintance, 1984).  For example, research in
the experimental laboratory is difficult to interpret for use in workplace settings due to the
absence of common task dimensions.  The focus of the current review will be on performance in
educational or workplace settings rather than laboratory environments.  In this paper, the interest
is on examining the effects of different learning conditions on task performance, specifically
distance learning conditions compared to conventional classroom conditions.

Task performance may be measured immediately after training, such as through a hands-
on test or a written knowledge test, or on the job, through an assessment of performance on
specific tasks.  Directly observed performance assessments, of course, can make a stronger case
as to whether or not DL influences performance.  Written tests, however, have a correlational
coefficient of r = .62 with hands-on testing, as evidenced during the Army’s Project A effort
(Campbell, Campbell, Rumsey & Edwards, 1985).  This means that written tests account for only
38% of the explained variance in hands-on performance tests.  When examining the affects of
DL on performance, results based on written knowledge tests should be contemplated with this
correlation in mind.

A fundamental question is whether performance should be defined in terms of behavior
or results of behavior (Smith, 1976).  In the Army, the quality of task performance is key to
understanding the capabilities for job performance.  Hence, performance should be judged in
terms of behaviors related to carry out military tasks and functions.  Job performance in the
Army, however, should not be equated to task performance.  Studies have demonstrated, for
example, that enlisted infantrymen spend less than half of their time performing the technical
tasks for which they have been trained (Bialek, Zapf & McGuire, 1977).  In determining the
effectiveness of a learning condition, performance judgments must be based on the tasks that
were trained under conditions that resemble the demands of the workplace.

Evaluations in Education and Industry

In educational settings, early evaluations of distance learning were mostly descriptive
case studies that focused on learner satisfaction (OTA, 1989).  They were often conducted as an
afterthought and relied on reaction questionnaires that were often unreliable or not representative
of the students involved.  The focus was on student perceptions or immediate educational
outcomes.  Linking either of these variables to performance-oriented measures was largely
ignored.  For researchers interested in understanding the relationship between DL and
subsequent performance, little could be gained.

In a meta-analysis of training outcomes from 34 studies, Alliger, Tannenbaum, Bennet,
Traver, and Shotland (1997) found no evidence of a relationship between affective reactions by
learners to training and learning outcome measures.  Utility judgments by learners fared better,
but accounted for a small percentage of the variability of outcome measures.  In a report by the
National Research Council, evidence suggested that peoples’ assessment of what they know or
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remember in laboratory studies can be seriously flawed, particularly when using one indicator,
such as recognition, to predict another, such as performance (Druckman & Bjork, 1994).

Evaluations of training in workplace settings would be expected to link outcome
variables to measures of job performance or productivity.  However, many of the published
evaluations of DL in business and industry are only summative in nature.  Perhaps this is due to a
reluctance by businesses to inform competitors on the details of applying DL and its contribution
to their bottom lines.  Examples of such summative reports include online training at Sprint,
through the intranet-based Sprint University of Excellence (Harsha, 2000), e-learning practices
for United Airlines’ for training 10,000 customer service agents (Kiser, 2000), and satellite-
based training broadcasts of Home Depot Television for familiarizing employees on new product
information and customer service practices (Sims, 2000).  More than 75% of Dell Computer
Corporation’s internal training is offered online via the company’s intranet, but performance
details are not available.  From these summary reports and many like them, little can be gained
from the business literature to deepen our understanding of how DL affects performance.  The
military, in contrast, has been more forthcoming with the details of evaluating distance learning,
although the majority of reports (over 80% according to Walsh, Gibson, Miller, & Hsieh, (1996))
reported video teletraining as the DL technology rather than the new genre of Web-based
learning tools entering the marketplace.

Evaluation Framework

Linking the outcomes in DL to subsequent performance on a task or on the job requires
an organizing framework.  A popular framework for evaluating training outcomes is the generic
Kirkpatrick model (Kirkpatrick, 1984).  The model has four levels of evaluation, three of which
correspond to performance.  It has been broadly applied in the literature, and it is relevant to DL.
The model will be summarized here and then several examples of its application in military DL
programs will be described.

Level I - Reaction Measures.  Reaction measures refer to an individual’s perception of
some aspect of a training program, such as the quality of the video, the effectiveness of the
instructor, or the overall quality of the program.  These are largely affective reactions to the
particulars of a course.  Reaction measures are very common in the research literature but they
demonstrate little correspondence to performance.

Level II - Learning Measures.  Learning measures offer a more objective assessment of
the knowledge and skills acquired during a training program.  Knowledge refers to the facts,
principles, rules, and procedures that were taught.  It is generally measured through paper-and-
pencil tests.  Skills generally refer to the application, or transfer, of what was acquired in the
classroom to a time and event dependent environment such as the workplace.  Skills are
generally measured through hands-on performance tests or situational exercises.  The
measurement of performance during or immediately upon completion of training is an example
of a learning measure.

Level III  - Behavioral Measures.  Behavioral criteria are concerned with the follow-up
performance of the participant in another environment, such as a workplace setting.  The issue is
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whether what was learned in the training transferred to the workplace.  For example, consider a
case where certain soldiers participated in a weeklong DL course related to training digital skills
for operating a battlefield system.  The event may have received favorable reactions from the
soldiers and may have increased their immediate knowledge and skill as indicated by a learning
measure.  However, if there is no improvement in later job performance as measured through,
say, supervisory ratings, then the DL training cannot be declared a complete success.  Behavioral
measures require a period of time, weeks or months, before the effectiveness of training can be
judged, and it is helpful to include a comparison group.  The resources to implement a behavioral
measure, especially the time factor, can be high.

Level IV - Results Measures.  Results criteria are similar to behavioral criteria in that they
are also concerned with the performance, but at an organizational level.  A classic example is a
sales training event.  As in the previous example, a sales training event may have had favorable
reactions from the participants, and measures of their learning were positive.  But if there was no
comparative gain in sales within the region, then on the basis of a results criterion the training
event was unsuccessful.  This measure also requires data collection over an extended period.

Related to these four levels are other measures of interest to the Army, such as the long-
term affect on a career or the return on investment from training costs.  The acknowledgement of
successful performance in a Level II or Level III evaluation (or quasi evaluations) could boost an
individual’s confidence and motivation, leading to a more productive career progression and a
longer career, a benefit which might go undetected in the constricted temporal window of an
evaluation program.  For return on investment, one must also keep in mind the depreciating
value that training can exhibit due not only to skill decay (Wisher, Sabol & Ellis, 1999) but due
also to the obsolescence of specific skills over time (Gordon, 2000).  This latter point is
particularly relevant to the rapidly evolving digital skill domains.  

Learner Satisfaction

The most common measure used in the DL literature is, unfortunately, the reaction measure.  For
example, Walsh et al., (1996) concluded that for evaluations of DL in training environments, objective
learning measures were used in only 36% of the cases.  Learner satisfaction with courses is a common
use of a reaction measure (Level I).  It offers an interesting juxtaposition with the findings from learner
achievement.  The research suggests that learner satisfaction and achievement are independent (Payne,
1999).  The degree to which a student is satisfied or unsatisfied with a DL course does not affect his or
her level of achievement in the course.  Similarly, a student’s level of achievement does not influence
his or her satisfaction with a particular course.  This finding has been quite consistent.  The primary
evidence for this finding derives from the research literature on interactive video teletraining as
reviewed by Payne (1999).

One military study that reflects this finding is that of Simpson, Wetzel and Pugh (1993).  In this
study, learner attitudes and training effectiveness for live instruction and six forms of video teletraining
were measured for over 700 students.  The results indicated no significant differences in learner attitude
or learning outcome between instructional formats.  Based on reviews of numerous studies and meta-
analysis, Payne (1999) concluded that “learner attitudes do not appear to impact learner achievement….
learner achievement does not appear to impact learner attitudes” (p. 11).
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Distance Learning in Military Environments

Studies of distance learning in the Army have demonstrated positive results, if one
believes that learning outcomes equivalent to those of a classroom represent a “positive result.”
This general finding should not be surprising since most early trials of DL were videoteletraining
(VTT) implemented as a copycat form of the traditional classroom.  For example, in the Florida
Videoteletraining Project with soldiers (n=99) from the reserve component, two-way interactive
video was applied for training three military occupational specialties (unit administrative
specialist, unit supply specialist, and basic military police).  Dependent variables were standard,
criterion-based proficiency and achievement tests.  The end-of training scores demonstrated
learning outcomes equivalent to soldiers trained in a resident mode (Bramble and Martin, 1995).
Other media for delivering distance learning in the military have also demonstrated the
equivalent-performance effect.

Computer-Mediated Conferencing

The application of the DL delivery medium of computer mediated conferencing was
applied to the Engineering Officer Advance Course.  Fourteen reservists served as the DL group
and the comparison group was constituted from final exam scores (n=339) at the resident site as
well as a subset of resident students (n=49) for purposes of assessing demographics and
perceptions at the resident site.  The results showed no difference between resident and distance
learning students on objective learning measures (Phelps, Ashworth & Hahn, 1991). The
distance learning course was projected to cost less than the resident version when conducted over
ten iterations.

Audioteletraining

In a study that measured the cost effectiveness of the DL delivery medium of
audioteletraining, favorable results of equal effectiveness at a lower cost were reported for the
training of unit clerks during a three week course (Wisher & Priest, 1998).  Here, performance
was measured through hands-on exercises in which soldiers performed a clerical task, such as
completing a Survivor Benefit Form, and then faxed the results to the Army National Guard
(ARNG) Professional Education Center in Arkansas.  Instructors received the fax, graded the
results, and returned a Go/No-Go score to the soldier.  Of the 16 such performance measures
obtained in this manner, the audioteletraining group (n=118) had a first time Go rate of 94%
compared to a first time go rate of 86% for the comparison group (n=107).  This difference was
statistically significant (t=4.7, p <.001).  The overall Go rate for both groups after multiple tries
was 100%, thus the result of overall “equivalent performance.”  Based on the yearly training
load, however, the audioteletraining version of the course demonstrated an annual cost avoidance
of $300,000 due to savings in travel and per diem.

Audiographics

In a study using audiographics as a DL delivery medium, Wisher and Curnow (1999)
reported on an application for a four-day course on computer security (i.e., cyber attacks,
computer emergency response teams, etc.) conducted by the Army Land Information Warfare
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Activity.  Audiographics refers to a medium in which a visual image is accompanied by the
instructor’s voice. Unlike audioteletraining, audiographics allows the instructors to present,
annotate and manipulate the visual image.  In this research, computer graphic images were
displayed to remote sites using a T.120 data conferencing standard.  Two-way audio communication
in synchrony with the images supported the delivery.  Thus, students at remote sites viewed a
PowerPoint slide presentation, controlled by the instructor, while listening to the instructor’s
lecture over the audio bridge.

The audiographics originated from the Army Reserve Readiness and Training Center at
Fort McCoy.  Seven remote sites (n=107) participated in the DL version of the course.  A
comparison group (n=108) received the training in a traditional classroom at Fort Belvoir.  The
results on an objective written examination demonstrated scores of 88% for the DL group and
87% for the classroom group, no significant difference in course performance.

Other Services

Findings from the other services also reflect the effect of equivalent performance.
Several relevant studies were conducted by Doug Wetzel and colleagues at the Navy Personnel
Research and Development Center.  Wetzel, Radtke, Parchman & Seymour, (1996), examined
50 students who were instructed over five days on the repair of fiber optic cable with a structured
format of lecture, computer-based training, demonstrations, laboratories, homework reviews, and
question and answer periods.  Students were approximately, but not randomly, divided among
two DL groups (DL local and DL remote), and a comparison (non-DL) group.  The DL
technology was VTT compressed over telephone lines.  The scores on the course final exam
were slightly higher in the comparison group (86% correct) than in the DL local (85%) and DL
remote (80%) groups, but this difference was not statistically significant.  Although it took
students longer at the remote site to complete their lab assignments, there were no significant
differences between the groups in terms of procedural errors, observer ratings of safety, quality
of work, or objective errors.

An interesting technique for measuring performance was applied here.  Students were
required to conduct a splicing exercise with the fiber optic cable.  If successful, light would be
emitted at the end point of the cable.  During this hands-on performance measure, students were
required to display the fiber end point to the instructor over the two-way video arrangement.  A
shining end point resulted in a passing grade.

Wetzel (1996) performed an evaluation of a refresher course in celestial navigation.
Students (n=279) across two DL groups (remote and local) and a comparison group were
compared on performance, reaction measures, and amount of interaction as determined by an
observer.  There were no significant differences among the DL groups on students’ homework
scores, but students in the remote group scored slightly, but significantly, lower on their final
examinations than students in the local group.  When inequities in seniority status were
controlled in this data, students in the remote condition still scored 4% lower than those in the
local site.
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Performance Measurement in Training

In the above examples, performance was measured primarily through written tests,
although there were some examples of measuring hands-on performance.  Two additional studies
of DL in Army settings provide unique insight into the issue of DL and performance.  One
illustrates a pedagogical misjudgment about DL and performance in the training of complex
perceptual and cognitive skills for air traffic controllers.  The second addresses the use of
behaviorally anchored rating scales to assess the long-term effectiveness of distance learning on
task performance.

Application of Cognitive Skills. This research illustrates some limitations of VTT for
training tasks that have time-sensitive response demands.  Such tasks require that the student,
based on a learned set of principles and rules, respond quickly and accurately to specific
situations.   The relevant point is that the acquisition of certain skills require conditions of
learning that include individual training with frequent feedback and sufficient practice spaced
over time.  These learning conditions might not be present in all DL environments.  The research
was conducted during qualification training for MOS 93C, Air Traffic Control Operator (Wisher,
Seidel, Priest, Knott & Curnow, 1997).

The traditional classroom training is an 11-week course at the Army Aviation Center and
School, Fort Rucker.  The training consists of both a knowledge component and a real-time
performance component.  The course has six phases, four (the knowledge component) having a
written knowledge test and two (the performance component) having a hands-on performance
test.  Two of the knowledge phases, fundamental tower procedures and general topics, concerned
learning declarative knowledge and facts.  The other two knowledge phases, tower academic and
radar academic, concentrated on learning principles and rule sets for later application in the
performance component of the course.

A distance learning version of the MOS 93C course was prepared by the ARNG in
coordination with the Army Aviation Center and School.  Since time for training is more
restricted for the ARNG, the DL course was extended to 11 months.  The course was delivered
through satellite-based VTT, with the instruction originating from Fort Rucker downlinked to
eight remote sites.  The DL training addressed only the four knowledge phases.  Students who
were successful with the knowledge component were then enrolled in the performance
component during a special two-week program at Fort Rucker. 

 
A total of 77 soldiers participated in the research, n=32 in the DL treatment group and

n=45 serving in a classroom comparison group at Fort Rucker.  The results demonstrated no
significant differences between groups in the four phases of the knowledge component as
assessed through a learning measure (Level 2 of the Kirkpatrick model).  The average scores on
an exam administered by the FAA after the first phase, for example, were 88% for the classroom
comparison group and 91% for the DL group (not significant).  A knowledge retention test was
administered about 10 weeks after completion of the fundamental tower phase.  The results
indicated that the comparison group had a knowledge loss of 15% and the DL group a loss of
14%, right in line with expectations (Wisher, Sabol & Ellis, 1998).  By these measures, both
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groups were equally successful in the acquisition of knowledge.  The results for the hands-on
performance phases, however, were markedly different.

The two hands-on laboratories, Tower Laboratory and Radar Laboratory, were conducted
at Fort Rucker.  Success on these phases required application of principles and rules acquired
during the knowledge component, but now under time sensitive conditions.  For example, in the
Tower Laboratory, students were required to issue a radio call to an incoming flight.  This
depended on calling out appropriate phraseology for issuing advisories and control instructions,
air traffic clearances, and taxi instructions, all learned during the Tower Academic knowledge
phase.  The completion rates for the classroom comparison and DL groups for both laboratories
are presented in Table 2.  (Note: The attrition that occurred throughout the 11 month DL course
resulted in a sample too small for meaningful testing.)

Table 2.  Completion Rates for Skill-based Performance

Tower Laboratory Radar Laboratory
Comparison Group 90% 85%
Distance Learning Group 58% 14%

It is apparent that the DL group had problems in applying the procedures and rules
learned through the VTT program.  Among the possible explanations for the poor performance is
the effect of rearranging the training schedules to accommodate the ARNG’s scheduling
constraints.  In contrast to the DL group, the classroom comparison group received the Tower
Academic phase followed immediately by the hands-on Tower Laboratory phase.  The Radar
training had a similar ordering.  In the DL version, students were trained on both academic
(knowledge) phases before beginning the hands-on laboratory (performance) phase several
weeks later.  A retroactive interference effect could have occurred.  Here, the memory
consolidation of the rules and principles for one phase could have interfered with the
consolidation of the other phase prior to their application.  A second factor is the time delay (and
knowledge decay) from initial learning to application, although review sessions were available.
A third factor concerns the use of multiple-choice recognition tests to measure original learning,
which is not compatible with the task requirement of rapid recall and action.  The lesson learned
is that the conditions of learning must be recognized and taken into account when converting a
classroom course to a distance learning format.  In this case, a computer-based program that
simulated the Tower and Radar laboratories could have established a means to transfer the
knowledge to the hands-on tasks without delay and without a potential retroactive interference
effect.  The instructional method embedded in a DL medium should be the determining factor in
determining the appropriate delivery medium (Clark, 1994).

Distance Learning and Job Performance.   The U.S. Army Sergeants Major Academy
(USASMA) is responsible for preparing noncommissioned officers for assignments as battalion
and brigade staff NCOs.  A four week course, taught either in residence at USASMA or through
VTT, is required to obtain the additional skill identifier as a qualified Battle Staff NCO.  ARI is
engaged in a study (scheduled for completion in October 2000) that is examining the relative
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effects of the traditional classroom or VTT distance learning versions of the course on job
performance.  This is an example of the behavioral measure (Level III of the Kirkpatrick model).

Working with subject matter experts, behaviorally anchored rating scales were developed
for each of eight performance dimensions.  The performance dimensions were:

1.  Assists in the military decision making process
2.  Prepares combat orders or annexes
3.  Prepares or constructs graphics or overlays
4.  Understands the intelligent preparation of the battlefield
5.  Assists in planning of Army operations
6.  Assists in the planning and execution of CS and CSS
7.  Manages record keeping
8.  Prepares and conducts military briefings

A sample of approximately 400 soldiers who completed the BSNCO course, either the
classroom or VTT versions, between February 1999 and February 2000 were selected for the
study.  Their immediate supervisors were identified, and the rating scales were distributed to
them, along with a videotape of the Sergeant Major of the Army urging them to complete the
rating form.  The rating forms were to be completed by the supervisor after the selected NCO
had between six and nine months of battle staff experience.  In addition to this behavioral
measure, school records yielded scores on four written tests during the course as a learning
measure (Level II of the Kirkpatrick model).  Finally, a course satisfaction survey was
administered to students at the completion of either version of the course (Level 1 of the
Kirkpatrick model).

Although the results will not be known until October, this study represents an important
methodological practice of assessing performance on the job for eight separate dimensions.  The
method to create the multi-dimension performance measures was modeled after that developed
for Project A, which over a decade earlier was employed in the revalidation of the Armed
Services Vocational Aptitude Battery (Campbell et al., 1985).  Such a methodology allows the
relative effects of distance learning can to be compared, dimension for dimension, with a
classroom comparison group.  Certain tasks might lead to improvements in performance for one
instructional method but not for others.  The results of this study will be of particular importance
to understanding the long-term effects of distance learning on performance.

In summary, military training taught through various distance learning delivery media,
video, audio, computer mediated conferencing (CMC) and audiographics, have exhibited little
improvement over conventional classroom instruction.  The studies with VTT have been
consistent across the services, but the audio and CMC technologies have had few applications
reported.  In view of the widespread availability of the Internet or military intranets to foster the
Army distance learning vision of “anytime, anyplace” learning, the new e-learning tools
emanating through the World Wide Web use are discussed later in the section on future
considerations.
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Measuring Performance Using Technologies

Besides delivering instruction, DL technologies can be employed to measure
performance.  An example mentioned earlier was the use of the fax to transmit work samples
(clerical forms) to a central performance assessment facility.  Another was the use of video to
transmit images of the outcome of performing a task (a shining fiber optic cable) to the instructor
at the origination site.  If used properly, a one-way video, two-way audio could be used to assess
performance on observable tasks, such as most of the common soldiering tasks.  The proper
equipment for testing must be available at the remote sites and the video camera must be capable
to track soldier movements.  The feasibility of this method was demonstrated by the
Pennsylvania Army National Guard during the evaluation of medical tasks during a DL pilot test
of training combat lifesaver skills.

Another window to observe performance in DL is the use of audiographics to monitor
performance while students are learning and practicing a digital task.  A study was conducted on
the production and delivery of a valid USMTF (United States Message Text Format) message
(Freeman, Wisher, Curnow & Morris, 2000).  A key enabling objective was to understand the
composition of a message.  This required the ability to identify the structural components of a
message and to become familiar with the rules for structuring these components.  Also required
were an understanding of different message formats, occurrence categories, special use
characters, and how to correct message errors.  Since there are hundreds of message types, the
hands-on portion of the training required that only a representative sample be executed during
the training period.  The hands-on portion of training was conducted individually on a personal
computer linked to the Internet.  Remote sites at Fort Hood, Fort Leavenworth, and a reserve
center in Milwaukee participated in the one-day course. 
 

Audiographics technology was used to enable a two-way, interactive replication of each
learner's screen to a separate monitor at the instructor site.  This was accomplished through the
white boarding and collaboration sharing functions described in the T.120 standard.  The
instructors viewed a cluster of six monitors to independently view each learner's performance.
Each cluster representing the students at a remote site.  The monitors reflected student actions
while attempting the digital skill (message composition) during a hands-on laboratory exercise.
The instructors could assume control of each learner's application independently for
demonstrating correct procedures.  The instructors reported this capability as more effective than
the practice in the conventional computer classroom:  roaming about the room and peering at an
individual’s progress while giving verbal feedback when needed.

  
Instant Messaging.  Another innovative feature of this study was the use of the instant

messaging function of the T.120 standard.  It was provided as a means for students to ask
questions and for the instructor to privately coach /assist each student.  Instant messaging (IM) is
a relatively new Internet application that enables users to create their own private chat room and
is now the preferred medium of immediate communication between users.  In the Freeman et al.
(2000) study, IM was enabled between instructors and students such that the instructor assigned
to observe performance remotely was able to “converse” independently with any student through
a textbox.  When students were having problems with the task, an IM was issued to the
instructor.  Also, when the student appeared to be stuck on a task, the instructor was able to issue
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an IM to that student as a means of timely performance feedback.  A coaching dialogue ensued
and the problem would quickly be rectified.  Students (n=38) completing the three hour hands-on
performance segment engaged 651 IM transactions.  This rate of questioning and individual
feedback is over 5 times the documented rate of questions in conventional classrooms (Graesser
& Person, 1994).  The Freeman at al. (2000) study was a pathbreaking application of the T.120
telecommunications standard for assessing performance in online training environments.

As described below, future directions in DL point to Web-based environments with
greater emphasis on interactions between students.  As Fetterman (1998) accurately points out,
technology tools are playing an increasing role in e-learning research.  There are now Web tools
for data collection, analysis, and reporting.  Technologies exist for recording online interviews,
sharing data and resources, organizing field notes, searching database engines, locating needed
resources, and analyzing discourse.  Indeed, one might describe this as a revolution in
assessment tools.  Electronic surveys are also growing in popularity and usage (Champagne,
1998).

Future considerations

Training in the future is destined to be more soldier-centric, with the individual soldier
assuming more responsibility for his or her learning.  Soldiers will have more control of their
learning along with more responsibility.  On a broader level, there is an interest in developing
multi-skilled soldiers for the Army Development System XXI Task Force, which calls for
"adaptable" soldiers.  This may require soldiers skilled in what are now considered separate
battlefield functions or systems to possess also the capacity to adapt rapidly to changing
situations, scenarios, missions, etc.  Metacognitive abilities, peer mentoring, and collaborative
learning will be relevant factors in preparing soldiers to be adaptable.

In the educational research and Web-based instructional marketplace, trends in pedagogy
are converging with the emergence of e-learning technologies that allow for greater learner
control, personal responsibility, and collaboration.  These are in line with the Army goals
towards a learner-centric model.  The Army has initiated a Science and Technology Objective in
FY 2001 on “Training Tools for Web-Based Collaborative Environments” which will seek
effective ways to train and measure performance using Web-based environments.  The prospects
for adapting the new genre of Web-based tools from educational to training applications has been
reviewed in detail by Bonk and Wisher (2000).  Some of the considerations discussed in that
report are summarized here.

E-learning is a unique context wherein learner-centered principles are particularly
relevant as students become the center of the learning environment.  In fact, in successful online
courses, students might assume significant instructional roles such as offering instructional tips
and constructing new knowledge that were once the domain of the instructor (Harasim, 1993).
Along these same lines, Levin and Ben-Jacob (1998) predict that a key future component of
learning in higher education will be collaborative learning.  Such student-centered learning
environments will undoubtedly include team learning opportunities.
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If the Army is to gain the full benefits of online instruction, a significant change in the
preparation of instructors will be required.  TRADOC plans call for instructors or mentors to be
assigned to each learner in a DL course, including online courses.  The lessons from education
are that online learning is an entirely new type of pedagogical experience requiring a redesign of
instructor roles, responsibilities, and commitments as well as support and training for those
teaching online (Besser & Bonn, 1997; Doherty, 1998).  The potential modifications in
instructional roles might seem overwhelming.  A summary of these are that the instructor will
move:

• From information provider to facilitator guiding learning.
• From group instructor to one-on-one leadership role.
• From lecturer to co-learner participating in online activities.
• From platform pedagogue to online host, connecting learners for discussions and

debate.

A year-long faculty seminar on online learning at the University of Illinois recommended
that online instructors limit lecturing while monitoring and prompting student participation,
organizing student interactions, and writing integrative and weaving comments on occasion.
Until instructors are prepared and feel comfortable in these new roles, online courses may
experience higher than expected attrition rates.

Online Learning Issues

The lessons being learned in the development and evaluation of online learning programs
are emerging from higher education.  Over 54,000 courses are now on line, and the professorial
ranks are divided on the merits and threats of online learning.  One byproduct of online learning
in the military will include written products – plans, orders, recommendations, and decisions
regarding operations on the digital battlefield -- developed by students.  In the future, these
discourse forms will serve as measures of learning and gauges of performance.  They are the
products of critical thinking and group problem solving, cast in the form of essays, emails, chats,
and threaded discussions during individual and collaborative learning exercises.  Clearly,
qualitative and quantitative tools and techniques for measuring such discourse will be
fundamental to the measurement of performance in these learning environments.  Described
below are some lessons learned, pedagogical practices, and evaluation methodologies for
measuring performance in online courses.  These should be considered carefully for future use in
the Army.

Measurement Instruments.  The literature on online learning details both quantitative and
qualitative research instruments (Riel & Harasim, 1994).  On the quantitative side, researchers
often discuss usage patterns, computer log data, data mining, video screen grabs, participation
rates, student and instructor attitudes, writing skill improvement, peer responsiveness, and
various data mining methods.  Data mining tools now enable researchers to quickly obtain basic
or summary usage statistics, classification and association analyses, time-series analyses, and
data visualization depictions (Harasim, 1999).  Such tools can elucidate the timing and quantity
of student online work as an independent variable predicting a learning outcome.
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Quantitative measures can also assess student skills or traits.  For instance, with the heavy
emphasis on writing and communicating in most online learning environments, it is not
surprising that there is interest in writing skill development (Bonk & Sugar, 1998).  Lexical
semantic analysis, the development of which the Army is co-funding, is an advancement in the
quantitative measurement of certain qualities of written discourse.  It may be of service in
assessments of written products devised by online learners, but it remains under investigation.
Other automated measurement tools, such as the Project Essay Grade led by Page, reviewed by
Hiller (1998), can supplement instructor feedback on grading student writing in DL assignments
by providing summary statistical data on writing features, such as average word, paragraph,
sentence and composition length.  Hiller’s work, initiated under PEG, departed by successfully
employing content analytic techniques suitable for providing writers with feedback tied directly
to their words and phrases. This methodology is suitable for: a) grading quality of compositions, 
b) scoring for content knowledge in short essay tests, and, c) of greatest importance for writing
instruction, presenting feedback to writers on effective and ineffective word usage (e.g., spotting
and encouraging the use of examples and illustrations, as cued for the computer by use of “for
example,” “to illustrate,” “such as,” “e.g.,” and discouraging use of features such as double
negatives, passive sentence constructions, etc.).

Content Analysis.  The tools for assessment on the qualitative side are also rich and
varied.  Here, researchers often point to interaction and content analyses, discourse quality,
verbal protocols, message flow analysis, message thread analysis, semantic trace analysis, forms
of feedback, observation logs, retrospective analyses, and user think alouds.  In fact, so many
methods are mentioned in the literature, it is difficult to know when and where to use them.
Message thread analysis entails grouping messages related to one another into common message
threads for analysis (Riel & Harasim, 1994).  Another qualitative technique, semantic trace
analysis, is designed to map out the development of a single idea or set of ideas over time.  Using
this latter method, one might discover the source of pivotal student contributions (Riel &
Harasim, 1994).

Messages.  Researchers point out that how often a message is referenced by other
messages  is an indicator of the importance of certain network participants and the direction of
the online conversation.  Graphic displays of message interaction might signify not only what
topics were popular but also member status and dominance.  Messages within a discussion thread
might be classified according to whether it is in initiation of a discussion, a reply, or an
evaluation.  Noting who is performing such acts—instructor or student—is useful in determining
whether the online discussion is following traditional instructor domination patterns or allowing
for more student-centered learning.

As the e-learning assessment tools evolve, researchers might look at both quantitative and
qualitative data with student questionnaires and related evaluations, performance measures,
observations of interaction patterns, technology evaluations, completion and attrition rates, and
cost-benefit analyses (Owston, 1999; Phelps et al., 1991).

Online discussion analysis.  Curtis and Lawson (1999) designed a scheme for analyzing
online discourse.  They proposed greater understanding of the types of behaviors typically found
in collaborative learning situations.  Their coding scheme categorizes such high level behaviors

Dr.  Bob Wisher
This is not mentioned later.
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as planning, contributing, seeking input, reflection and monitoring, and social interaction.  As in
other studies, few students challenged others or attempted to explain or elaborate on their
particular positions.

Taking a more mathematical approach, Hara (2000) recommends Formal Concept
Analysis (FCA) for understanding conceptual hierarchies in e-learning.  FCA is based on a
mathematical lattice theory that analyzes quantitative data visually.  According to Hara (2000), it
can be used to describe social relationships.  For instance, she used it to reveal complex
relationships among categories of coded data in online environments, thereby providing insights
into online interactions.  A simpler scheme was used by Hoffman and Elliot (1998) who coded
Web dialogue according to the six levels of Bloom’s taxonomy.  They found that student Web
electronic dialogue occurred at a deeper level than their more superficial written journals.  These
researchers concluded that case-based discussions on the Web could foster student problem
solving, interaction, and the creation of a network of peers with whom to communicate.  Such
techniques may play a role in assessing performance in preparing multi-skilled, adaptable
soldiers.

Shareable Courseware Object Reference Model (SCORM)

The SCORM is an evolving specification by industry and DoD to develop a standard for
tagging learning content in Web-based environments.  The tags are formatted in an Extensible
Markup Language (XML)-based representation of course structure.  They can be used to define
all course elements, structure, and external references so that courses, or any of their elements,
can be interchanged and moved from one learning management system to another.  This would
enable Army schools to freely exchange content from one training context to the other amongst
other services and content providers.  The savings in course development can be substantial, and
the future prospect to create specialized “learning objects” on the fly to address specific training
deficiencies of individual students is far reaching.  Version 1.0 of the SCORM was issued in
January 2000.

It is not clear whether performance specifications will be included in future versions of
the SCORM.  The addition of standard meta-data markings to indicate performance metrics
would be useful, such as the Army’s view of learning objectives as clearly and concisely
describing student performance required to demonstrate competency in the material being taught.
The extent to which this will be included in later versions is to be determined.  It is an
opportunity that must be explored.

Summary

The published literature in educational settings on the effectiveness of DL is
overwhelmingly anecdotal.  Evaluations are usually informal and conducted by users rather than
third-party independent sources.  As a result, large-scale evaluations have tended to focus on
issues such as usability, equipment quality, and learner preferences, rather than learning
outcomes.  Tests of academic knowledge, rather than performance-based measures, are by far the
more common outcome measure reported.   The majority of studies are not supported by an
adequate experimental design and rarely offer objective measurement of performance variables
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(Wisher & Champagne, 2000).  What conclusions about performance can be drawn from
evaluations of DL that are often performed as autopsies--conducted when the program is
completed to see what went wrong?

The most complete documentation for measuring performance from distance learning
comes from the military training literature.  The findings basically demonstrate that electronic
replications of the classroom also replicate the learning outcomes of the classroom, leading to no
performance advantage.  Moving from the classroom replication to more robust pedagogical
approaches and media combinations enabled through Web-based approaches may break through
the no-significant-difference barrier.

The no-significant-difference finding has become a longstanding tradition in distance
learning, dating to radio-based training in the 1940’s.  The lengthy list of articles, over 300 in a
recent count (Russell, 1999), that paraphrase “there was no significant difference between the
distance learning and classroom comparison groups” makes one wonder about the strides that
have been made in applying other forms of instructional technology.  For example, effect sizes of
.4 to 1.05 are regularly reported in the meta-analyses of computer-based instruction and
intelligent tutoring system.  In these studies, an emphasis was placed on instructional design
considerations, such as response cueing, adaptive instruction, informative feedback, and strong
intrinsic or extrinsic motivation, Reigeluth (1999).  These studies identify methods of instruction
and situations appropriate for those methods.  For studies that focus on the medium of delivery,
Clark and Solomon (1986) conclude “past research on media has shown quite clearly that no
medium enhances learning more than any other medium regardless of learning task, learner
traits, symbolic elements, curriculum content, or setting.”

Most implementations of DL are oriented to group instruction and appear to replicate the
classroom environment.  There appears to be greater concern for increasing bandwidth,
ostensibly to improve the technical qualities of an instructor image, rather than improving the
quality of learning outcomes and performance.  Unlike computer-based forms of instruction,
many DL applications lack the instructional advantage of individual feedback, adaptive cueing,
and self-pacing.

Higher education and internal industry efforts are leading the way in pedagogical
advances and clever use of Web-based environments for learning purposes.  The impact of these
innovative applications of media and instructional design for improving a soldier’s capacity to
perform military tasks, however, will depend on their adaptation to a military setting.  Here, the
benefits on performance can be measured in more realistic environments with clearly defined
standards and better-controlled conditions.  Hopefully, the Army will be able to take advantage
of these advances as it moves to the learner-centric model of anytime, anywhere training.
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Evaluating Large-Scale Training Simulations

Henry Simpson
Defense Manpower Data Center

DoD Center, Monterey Bay

ABSTRACT

Objectives of the manual are to (1) provide guidance to help analysts design meaningful
training effectiveness evaluations, (2) describe procedures for alternative methods of conducting
training effectiveness evaluations, and (3) provide examples of training effectiveness evaluations
that may be used as models to emulate. Chapter 1 (Introduction) describes the problem and
issues, objectives, and method. Chapter 2 (Building an Evaluation Framework) explains why
people conduct evaluations. Chapter 3 (Evaluation Methods) describes evaluation methods and
provides examples of their application. Chapter 4 (Case Studies) describes well-documented
evaluations: SIMNET/CCTT (Simulation Networking/Close Combat Tactical Trainer) and
MDT2 (Multi-service Distributed Training Testbed). Chapter 5 (Evaluation Problem Areas)
contrasts laboratory and field evaluations, discusses lessons learned from past evaluations, and
critiques field evaluation practice. Chapter 6 (Procedural Guidance) identifies and summarizes
published evaluation guidance. Chapter 7 (Evaluation Criteria) discusses how evaluation criteria
differ depending upon evaluation method, for small- and large-scale evaluations, and depending
upon evaluation perspective (training versus system developer versus modeling and simulation).
Chapter 8 (Evaluation Framework) presents the evaluation framework in terms of evaluation
principles and a description of the timing of evaluation events, their purpose, and relevant
dependent variables linked to relevant examples and procedural guidance. 

(Note:  The report is published in two volumes (Volume I: Reference Manual and Volume II:
User’s Manual).  To obtain a copy of this report, refer to DMDC Technical Report 99-05.)
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Making the Case for Training System (CCTT) Evaluation

Stephen L. Goldberg
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In 1985, the U.S. Army Science Board conducted a summer study on training and
training technology.  A key recommendation of that panel was to endorse the need for complete
evaluation of the results of training and the use of those evaluations for the improvement of
training.  The Science Board stated that effective and efficient training requires explicit
quantitative measurement.  Measurement was dubbed “The Missing Link.”  The Science Board’s
report provided three reasons for systematic measurement of training.  It is necessary to provide
feedback to trainers and training designers and to provide “Return on Investment” (ROI)
information to senior managers to guide expenditure of Army training resources.  These same
reasons also apply to measuring the effectiveness of training devices, simulators or simulations
(training systems).  Decision makers are clearly interested in the training outcomes training
systems produce relative to their cost, and trainers and training developers need effectiveness
feedback in order to improve training strategies and their product’s performance. 

 
The 1985 Science Board report contained a number of other interesting recommendations

for Army training.  The report noted an imbalance in the Army training community’s focus.
Army Schools’ spent most of their resources on individual training, providing Military
Occupational Specialty (MOS) training, to soldiers and officers.  Training research had also
mainly addressed individual training issues.  The Science Board recommended a change in
emphasis from the individual to collective training, the training of the Army’s crews, teams, and
units.  They called for development of integrated training programs for units and for help to be
available for commanders to use them.  The Science Board recognized a need to develop
methods to quantify measurement of the effectiveness of unit training.  They also recognized that
training devices, simulators and simulations for either individual or unit training were being
fielded without rigorous training effectiveness analysis.  

Trends in Army Training

Since 1985, trends in Army training have been consistent with the Science Board’s
recommendations.  More attention has been focused on unit/collective training.  The Science
Board’s recommendation may have had something to do with this, but more likely, the
development of the National Training Center, followed by the Battle Command Training Center,
Joint Readiness Training Center and Combat Maneuver Training Center created a greater
influence.  A rotation at one of the Combat Training Centers (CTCs) has become the capstone
event in a unit’s training.  Preparation begins six months prior to a rotation.  During this period,
emphasis is primarily, if not entirely, on unit training.   With the exception of the Battle
Command Training Center, the CTCs provide training exercises on instrumented ranges. The
CTCs incorporate technology that allows the conduct of realistic force on force and live fire
exercises.  During the force-on-force exercises each vehicle is instrumented for location and
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equipped with the MILES laser tactical engagement simulation systems.  Units receive feedback
on what their performance during After Action Reviews (AARs) that are partially based on the
movement and firing event data captured by the instrumentation systems, and partially on
Observer/Controller observations.   

Field training is the traditional way that the Army has trained its units for combat. In
recent years a number of factors have limited the Army’s opportunities to conduct field training.
The end of the Cold War has significantly reduced military budgets.  At the same time political
and environmental realities in the United States and Europe have reduced maneuver areas and
precluded many of the field training practices which occurred during the Cold War era.  German
farmers no longer are willing to put up with maneuver damage and high noise levels.  The
increased speed, range and lethality of modern weapon systems have also outstripped the safety
fans of most ranges.  

Fortunately, at the same time as opportunities for field training have been limited,
simulation technology has opened up new ways to train combined arms teams in realistic and
challenging ways.  The rapid evolution of simulation technology has allowed the Army to move
toward more use of simulation-based training in preparation for the field-training culminating at
CTC rotations. 

    
Simulation Networking

Simulation-based fire and maneuver training had its beginnings in the DARPA
Simulation Networking (SIMNET) program (Thorpe, 1987).  It demonstrated the capability of
man-in-the-loop simulators to create a virtual battlefield on which meaningful collective training
could be accomplished (Alluisi, 1991).  SIMNET was developed to demonstrate simulator-
networking technology within a training system.  DARPA eventually fielded 256 simulators at
ten sites across the Army.  

SIMNET was built to meet an 80% fidelity level.  Simulators represented only key
controls needed to accomplish fire and maneuver tasks.  Other controls were represented two
dimensionally on wallpaper.  SIMNET was not designed with training features normally found in
simulators.  It did not have an operator station, nor an After Action Review data capture
capability.  The low cost and low fidelity design goals of SIMNET limited the range of tasks and
battlefield conditions it could represent (Burnside, 1990).  SIMNET, however, demonstrated to
the satisfaction of the Army’s leadership that distributed simulations could be a powerful training
tool for Army units.  The Close Combat Tactical Trainer (CCTT) program was launched in the
early 1990’s as a follow-on to SIMNET that would fix many of its short comings and expand its
capabilities and task coverage.

Close Combat Tactical Trainer

The CCTT is a collective training system in which armor and mechanized infantry units
man full-crew simulators representing M1 tanks and Bradley fighting vehicles.  CCTT is
designed to allow platoons and companies to conduct unit training in a combined arms
environment (Johnson, Mastaglio, and Peterson, 1993).  CCTT is an Army ACAT II
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procurement program.  Unlike SIMNET, system design, reliability, documentation, logistic
support and planned improvements followed standard practices for government procurements.

The fidelity of CCTT at both the system level and the level of the individual components
is superior to SIMNET.  The CCTT simulation environment includes many more of the elements
found on the combined arms battlefield.  CCTT supports changes in time of day.  Time of day or
night can be specified or conditions can be set to change as the exercise clock advances.  CCTT
night operations include the use of flares and night vision devices.  Weather effects such as fog
and rain can be simulated, allowing training to take place under conditions of limited visibility.
CCTT’s visual system portrays weapon systems effects and battlefield obscurants.  

Training in CCTT allows for segmenting of the battlefield to train on specified aspects of
a mission that need practice (Goldberg, Mastaglio and Johnson, 1995).  Each exercise does not
have to begin in an assembly area.  An exercise can be started with the unit at Phase Line about
to initiate its attack.  If the attack did not go well, it could be repeated as many times as necessary
and each repetition would be conducted under the same conditions as the first.  CCTT allows for
realistic play of Combat Support and Combat Service Support.  Resupply and maintenance times
are played accurately.  Finally, CCTT includes an After Action Review system capable of
capturing and replaying events on the virtual battlefield.  

Field Training vs. Simulation Training

SIMNET’s original training philosophy assumed that training in a virtual training system
would be just like training in the field, Thorpe (1987).  Experience with SIMNET and later with
CCTT has shown that distributed simulations are not just like training in the field.  Field training
and virtual training do overlap in the tasks that can be effectively trained in each environment,
but the overlap is far from complete.  There are many tasks that can be trained better in a virtual
environment than on a range or maneuver area and others where the opposite is the case.  CCTT
training does not allow soldiers to experience adverse conditions and real world weather and
terrain.  Field training provides realistic conditions for one time and place.  However, safety
factors, instrumentation limitations, and environmental considerations put limits on field
training.  The virtual environment also limits performance of many tasks.  For example,
defensive positions cannot be accurately represented because virtual terrain at this time is not
dynamic.  Bulldozers cannot dig a defensive position in CCTT’s virtual terrain.  

Field training and virtual (CCTT) training are not equivalent.  A direct replacement of
training time in the field with training in simulators is not possible since each environment
provides capabilities and limitations not found in the other.  

Training Effectiveness-Return on Investment

 In a 1997 Department of Defense (DoD) Inspector General (IG) Audit Report an
argument is made that the field exercise, as a training medium, is widely accepted by military
leaders.  The DoD IG concludes that the effectiveness of field training has been validated over an
extended period of use.  The counter point and main theme of the report is that the effectiveness
of distributed simulation based unit training has not been proven and needs to be.  According to
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the DoD, IG Report, DoD has invested $1.6 billion in large-scale networked simulation systems
without evidence that they are effective.  The report recommends that policy and procedures for
evaluating the effectiveness and cost-effectiveness of large-scale training simulations be
developed.  

The DoD, IG Audit Report stated the need for training system evaluation in forceful
terms.  It is only one of many calls for more rigorous testing of the effectiveness of large-scale
networked simulation systems. In 1989 the Army Science Board reported on a Close Combat
(Heavy) training strategy for the 1990s.  In that report, the ASB identified as the area of greatest
need, the development of improved techniques to assess crew and small unit performance
objectively and in near-real time. These assessments could be used for 1) instructional feedback
and 2) testing and evaluating the contribution of training devices such as UCOFT, SIMNET, live
fire and other approaches such as embedded training and instrumented ranges to Army training.
The ASB recommended that the Chief of Staff of the Army establish a single point of
responsibility for the management and validation of training devices.  

The General Accounting Office (GAO) recommended in 1993 that the Secretary of the
Army ensure that all testing, cost analysis and training effectiveness assessments be completed
and fully considered before decisions are made about full-rate production of CCTT.  The report
also discussed the Army’s plans to integrate CCTT with traditional field training.   The question
of the right mix of simulation and field exercises is not known due to a lack of data on system
costs and quantitative assessments of how much each system contributes to overall training.   

Within the Army, the Training General Officer Steering Committee identified the need
for training effectiveness data for CCTT in 1997.  Later the same requirement was identified by
the Deputy Chief of Staff for Operations and the Commander of the U.S. Army Training and
Doctrine Command (TRADOC) (Gelling, personal communication).  The audit and Army
Science Board reports, and taskings represent the Government’s need for data regarding the
“Return on Investment” from the CCTT and other training systems.  This data is needed to make
trade-off decisions and consider further investment in distributed simulation.

There have been numerous “ROI” questions asked with regard to CCTT.  Many of these
questions apply to all training systems Questions asked include:

  
What is the appropriate mix of live and simulation training?
Can simulation-based training (CCTT training) substitute for field training?
       If so, what are the cost savings from less frequent field training?
Can skills be acquired and sustained in CCTT?
How much time should units spend in CCTT?
Does training in CCTT transfer to improved field training?
Does training in CCTT transfer to improved combat performance?

These are difficult questions that have serious resource implications for both funding of training
systems as well as field training.  Most were raised early in the CCTT acquisition process.   The
Initial Operational Test and Evaluation (IOT&E) for CCTT was to be the source of data to
address many of them (GAO, 1993).  
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CCTT Initial Operational Test and Evaluation

The Army agency responsible for the CCTT IOT&E was the Operational Test and
Evaluation Command (OPTEC).  Operational tests are designed to evaluate the effectiveness of
new equipment when it is manned by soldiers performing its intended functions in the field.
Operational tests of weapon systems evaluate the effectiveness, reliability and maintainability of
the system.  While testing is conducted in a military unit context, the focus is on the weapon
system.  Questions addressed in weapon system operational tests include: is it hitting targets at
acceptable rates and ranges; is the doctrine for the systems employment workable; how often is
maintenance required; does it meet its reliability objectives.  Operational testing of training
systems present challenges to test designers since they do not fit the weapon system testing
formula.  

The plan for the CCTT IOT&E called for comparison of the performance of units who
had trained with CCTT versus those that had not.  The training effectiveness criterion measure
stated that the CCTT trained units perform no worse than the units trained by traditional
methods.  The performance of units in the field is an indirect reflection on the training system’s
impact on unit performance.   There are many factors that can influence unit performance in a
field exercise, and the training strategy used to prepare for the exercise may or may not be the
key contributor.  The CCTT IOT&E plan was to evaluate the reliability and maintainability of
the simulation system, but less emphasis was placed on evaluating soldier performance in the
simulators.  This is unlike the direct evaluations of weapon system performance discussed above.

In 1994 while the CCTT IOT&E test plan was being developed, John Boldovici and
David Bessemer published an ARI Technical Report which discussed previous attempts at
evaluating large-scale networked training systems (namely SIMNET).  The report described the
problems with these “one-shot” empirical evaluations that limited the inferences that could be
generated from their results.  Boldovici and Bessemer (1994) outlined a number of advantages
and disadvantages of empirical training effectiveness evaluations.  As a major advantage they
note that results of empirical evaluations have been used as evidence to:

 
1) Support inferences about the effect of training systems on training outcomes;
2) Justify budgets;
3) Comply with acquisition regulations requiring test and evaluation; and
4) Recommend ways to increase simulator-training capabilities.

The major disadvantage according to Boldovici and Bessemer is that empirical
evaluations are usually performed with limited resources, which causes compromises in research
designs and test execution.  These compromises produce results that cannot support valid
inferences with respect to transfer of training in networked training systems to performance in
the field.  The evaluation flaws noted were:

1) Insufficient statistical power to demonstrate transfer differences;
2) Inadequate sampling, resulting in confounding training treatment with pre-test

proficiency;
3) Inappropriate statistical analyses;
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4) Inadequate controls, which confound the effects of uncontrolled variables with the
training treatments; and

5) Failure to collect data needed to properly interpret transfer results or needed to indicate
ways to improve the simulation and its use for training.

Boldovici and Bessemer (1994) made a number of recommendations regarding how
CCTT should be evaluated to overcome the problems found in earlier evaluations of SIMNET.
They recommended that CCTT should be evaluated as a system, in relation to its role in Army
training.  The evaluation process should be continuous over a significant period of time.  They
assumed that there would be little known about how best to train with the first version of CCTT
and that improvements in strategies and methods of use would occur as the Army gained
experience with the system.  Continuous feedback from evaluations would provide the
information on which to make changes to the system and disseminate lessons learned. 

Boldovici and Bessemer’s 1994 report influenced OPTEC’s test design but only to a
limited extent.  In the end, time and resource constraints drove the test plan to a design that was
very similar to those used earlier with SIMNET.  It addressed test issues in three areas, training
effectiveness, reliability and maintainability, and the functioning of the mobile CCTTs.  

The IOT&E (Operational Test and Evaluation Report on the CCTT, 1998) took place
over a seven-month period from late 1997 till May 1998.  It was conducted in three phases.  The
first phase took place in the fixed site CCTT facility at Ft. Hood, Texas.  Phase II involved
testing of baseline and a treatment battalion at the National Training Center (NTC), Ft. Irwin,
California.  The third phase evaluated the reliability of the CCTT mobile configuration.  Cost
constraints limited to one battalion the number of units that would receive training on CCTT
followed by a rotation at the NTC.  Data was collected from other units who participated in
CCTT training or participated in an NTC rotation, but just one battalion did both.  The treatment
unit trained over a ten-day period in CCTT.  The training consisted of 1 day of orientation and 2
days of exercises for each company, followed by 4 days of training as part of a battalion task
force.  No platoon exercises were conducted (Operational Test and Evaluation Report on the
CCTT, 1998).  The treatment unit developed their own training strategy; the testers did not
control it. Unlike other home-station units that trained in CCTT, the treatment unit did not use
the structured training scenarios that were available to them.  Hiller’s paper in this report
explains how such results are ideosycratic and therefore not replicable or generalizable.

Results for the treatment unit showed relatively poor performance in CCTT compared to
units using the structured training scenarios.  However, the treatment battalion’s companies
performed better at the National Training Center than baseline units who had not trained in
CCTT.  The treatment unit therefore met the criterion of performing at least as well as the units
training without CCTT.  OPTEC did recognize that sample size limited the adequacy of the test
and their ability to fully evaluate training effectiveness.  IOT&E results, briefed during CCTT’s
Milestone III ASARC, noted that OPTEC felt that continuous evaluation is required to fully
address training transfer.  The IOT&E report states that the following questions were not
addressed by the test:

- The amount of training within CCTT that transfers to the field;
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- The optimal strategy or mix of CCTT exercises within the current mix of live and
simulator training;

- The optimal length of time a unit should train in CCTT; and
- The identity of which tasks are best trained in CCTT and which are best trained by

some other method.

Given the questions not addressed by the IOT&E and the limited nature of the
conclusions with regard to training effectiveness that were drawn from the test, one can conclude
that answers to the “Return on Investment” questions discussed earlier still need to be found.  

Training in CCTT

SIMNET’s developers felt that training in SIMNET should be as close to training in the
field as possible (Thorpe, 1987).  This is why SIMNET did not include exercise control or After
Action Review capabilities. Soldiers and leaders were supposed to experience the virtual
battlefield in much the same way they would real battlefields.  Applying the Thorpe approach,
after the exercise, discussion of what happened would be limited to the perceptions of what each
soldier came away with and would not benefit from comparison of soldiers’ experiences to
ground truth.  The history of SIMNET utilization has shown that this approach was not effective.
One of the first improvements to SIMNET was the addition of a replay device. In addition,
utilization rates for SIMNET were low when units had to prepare their own scenarios, In
addition, utilization rates for SIMNET were low when units had to prepare their own scenarios.
Development of structured training scenarios, for National Guard units training in SIMNET
under the Virtual Training Program (Hoffman et. al., 1995), were well received by their training
audience and proved to be a model for future training support packages for large-scale networked
simulators.  An After Action Review System, and development of structured training support
packages are available in CCTT as fixes for training limitations of SIMNET. 

CCTT has been fielded at Ft. Hood, Ft. Knox and Ft. Benning.  Construction is underway
for CCTT sites at Grafenwoehr, Germany, Ft. Carson, Ft. Riley and Ft. Lewis.
Soldiers are training in CCTT everyday.  Contractor Logistic Support provides operators for
Semi-Automated Forces, After Action Review Stations and Exercise Control Stations.  Forty
training support packages have been developed and distributed to support platoon and company
training in CCTT (Flynn et. al., 1998).  The packages follow a structured training approach that
provides units with everything needed for them to execute training scenarios developed to
exercise specific collective tasks.  Units training in CCTT have the option of using the training
support packages or developing their own scenarios.  

A training innovation recently developed for CCTT is the Commander’s Integrated
Training Tool (CITT).  CITT is a web-based computer program that provides Commanders with
the means to tailor existing Training Support Packages to meet their needs or develop new ones.
CITT is currently being fielded to units with access to CCTT and its use will be trained as part of
officer training courses at service schools.  The use of CITT will increase the number of
structured training scenarios available for CCTT training as existing packages are modified.
CCTT users’ training strategies and methods contribute along with the quality of training tools
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such as the After Action Review system and scenario generation tools (CITT) to training
effectiveness.

The second important reason for doing training evaluation identified by the 1985 Army
Science Board Summer Study was to provide Trainers and Training Developers with feedback
on how training strategies and tools are working in order to make adjustments and product
improvements.  With regard to CCTT training questions like the following can only be answered
by effectiveness data:

- What strategies are producing the best results in training performance?
- How should CCTT be used with an overall Combined Arms Training Strategy?
- What are trainers and soldiers’ opinions of structured training packages?
- How is CITT being used?  What do Commanders think of it?

Long-term Evaluation Planning

The CCTT IOT&E left important “Return on Investment” and training effectiveness
questions yet to be answered.  Based on the Training General Officer Steering Committee’s
stated need for training effectiveness data, the TRADOC System Manager for Combined Arms
Tactical Trainer (TSM, CATT), the U.S. Army Research Institute (ARI), and the U.S. Army
Operational Test and Evaluation Command (OPTEC) organized an Integrated Project Team
(IPT) to develop plans for a Long-Term Evaluation (LTE) of CCTT to address these questions.
A long-term approach was chosen, based on Boldovici and Bessemer’s recommendations and to
allow for collection of a large enough pool of data from across the Army to generate reliable
results.  

The IPT met for the first time at Ft. Hood, TX in March 1998.  Attending the meeting
were representatives from the three agencies mentioned above, Project Manager, Combined
Arms Tactical Trainer (PM, CATT), the Armor School, the Infantry School, Seventh Army
Training Center, Office of the Secretary of Defense Directorate of Test and Evaluation (DOTE),
and the TRADOC Analysis Command (TRAC).  The Aviation School sent representatives to
later IPT meetings.  Each of the agencies shared the same overall goal of wanting to learn more
about how the Army uses simulation, but each brought its own perspectives and specific
information needs regarding the Close Combat Tactical Trainer. Over an eighteen month period
and a number of meetings, the IPT developed a set of objectives, agreed on Measures of
Effectiveness (MOEs) and Measures of Performance (MOPs), and developed an overall
evaluation plan for a long-term evaluation of CCTT.  The IPT also developed a briefing that
summarized the plan that for presentation to the Army’s senior leadership.

The plan included four objectives.  The first was to demonstrate that training in CCTT
improves task performance in the training system.  To meet this objective task performance data
would be collected during a series of scheduled Follow-on Operational Test and Evaluations
(FOT&Es) scheduled for CCTT.  Improvements in collective task performance would be tracked
for each unit over the course of the training they received in CCTT.  
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The second objective was to identify the factors and conditions for effective training in
CCTT.  This objective was intended to identify those training practices employed in CCTT that
produced superior training performance and those that resulted in poor performance.  Factors to
be tracked included training strategy, amount of training time allotted to platoon, company and
battalion level training, use of structured training support packages, utilization of the
Commander’s Integrated Training Tool (CITT), effective troop leading procedures, and others.
This objective was to identify training methods that were working or not working and to provide
feedback on the effectiveness of CCTT training tools such as the After Action Review System
and CITT.

The third objective was to demonstrate training transfer from the CCTT environment to a
field-training environment.  Bessemer (1990) had tracked performance during the field-training
portion of the Armor Officer Basic Course prior to and following the introduction of SIMNET.
Bessemer was able to show that, following introduction of SIMNET, the Armor lieutenant’s
performance in field training slowly improved.  Gradually they were able to take on more
advanced tasks than earlier students had been able to attempt. The third objective’s intent was to
replicate Bessemer (1990)’s approach at Infantry School following introduction of CCTT into
their Basic Officer Course.  

The fourth objective addresses the training mix question.  It would identify strategies for
incorporating CCTT training into a unit’s training program that would result in effective overall
field performance.  Units’ performance at externally evaluated exercises, such as CTC rotations,
is a function of among other things, the training they receive.  The fourth objective would require
collection of data on units’ incorporation of CCTT into their overall unit training strategy.  In
addition to tracking CCTT use, data would also have to be collected on how other training events
such as situational training exercises, constructive simulations, gunnery training etc. were
utilized.  The training events, their frequency and quality would be related to performance by the
unit at external evaluations, either at home station or Combat Training Centers.  The analysis
would be similar to that performed in the Army Research Institute’s Determinants of National
Training Center Performance Project (Holz, et. al., 1994).  

Objectives two and four are the critical objectives in that they require data collection on a
routine basis over a long period.   Data collection locations would rotate to a different site each
year during the five-year evaluation.  The new location would have had its CCTT facility opened
approximately six months prior to the start of data collection.  Moving the data collection to
different sites would ensure that results reflected practices across the Army and did not represent
findings unique to one location.

Under leadership of the TSM, CATT the LTE plan was briefed to senior Army leaders
including the Deputy Under Secretary for Operations Research, the TRADOC Deputy Chief of
Staff for Training, and the Director of Army Training, Office of the Deputy Chief of Staff for
Operations and Plans.  In each case, the senior leader expressed agreement with the need for
further evaluation of CCTT and with the plan’s objectives.  The cost of the plan and its length
were questioned.  In the end while the need for an LTE was recognized, no funds were
forthcoming, nor was a potential source of funding identified.
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The last LTE briefing took place in December 1999.  Since then the subject has continued
to be discussed, but no further actions have been taken.  Whether any further training
effectiveness analysis of CCTT occurs will be determined by how training system evaluation
competes against other Army unfunded priorities.  Given the recent history of training evaluation
in the Army, the likelihood of success is questionable.  Agencies that conduct tests and analyses
have suffered severe cuts in resources.  School-based test boards, such as the Armor-Engineer
Board and the Infantry Board, have been eliminated.  Directorates of Evaluation within the
TRADOC schools were the first directorates to be reorganized out of existence when the Army
downsized.  The TRADOC Analysis Command (TRAC), the agency with the mission to conduct
post-fielding training effectiveness analyses has taken severe cuts in personnel and funding.  The
Army Research Institute incurred serious cuts (on the order of 50%) in its staff and funding.  Its
interests are in the methodologies employed in performing training effectiveness analyses.  The
Army Test and Evaluation Command (ATEC) performed the IOT&E testing of CCTT, but its
mission is limited to the formal role of test and evaluation in the hardware acquisition process.

In conclusion, the Congress, the GAO, DoD, the ASB, the Army’s own leadership has
asked that CCTT demonstrate its “Return on Investment”.  At the same time, trainers and
training developers need feedback on the training products and approaches being used within
CCTT.  It is clear that the CCTT program would benefit from a training effectiveness evaluation.
Whether one occurs is open to serious question.
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Perspectives On Validity

Andrew M. Rose
The American Institutes for Research1

Introduction: Validity as a Process

Many people may think of validation as a property of an object: “This test has validity.”
“This training system is valid.” Similarly, many people consider validity only in terms of an
external, criterion-related outcome: “This test has a validity coefficient of X when compared to
actual performance on the job.”  However, most training specialists and other professionals
define validation much more broadly2. Decision-making regarding training effectiveness relies
upon a set of inferences about operational performance demands, training system requirements,
training content, the skills, knowledge, and abilities of individuals, theories of learning, transfer,
and skill retention, and relationships among these factors. Validation is the process of testing the
viability of those inferences. Current standards hold that a strong validation program is one that
builds and weighs evidence about each of the inferences that lead to a final decision3.  As pointed
out by Dr. Hiller in his read-ahead paper for this conference, validating individual inferences
within the decision system (a) increases the probability that the ultimate outcome of the decision-
making system will be accurate, defensible, and explainable, (b) allows the isolation of different
decision-making components for systematic troubleshooting of the entire system, and (c) builds
on existing theory and empirically-based knowledge—enhancing our understanding of the
viability of the decision system. Further, by viewing validation of training systems as a process
of finding, building, and documenting relevant evidence prior to and over the lifetime of its
use—rather than solely as the result of a single crucial study—a more realistic and practical
approach to validation can be adopted.  

To emphasize and extend this last point, we stress that criterion-related validation, or
comparison against an external standard, is one of many sources of validity evidence.  The
effectiveness of a training system is not simply a function of one diagnostic test result. Many
factors are weighed and combined. Erroneous decisions could result from problems with
instrumentation or problems with methods of combining information to make decisions.
Specifying inferences and organizing research evidence relevant to those inferences illuminate
the strengths and weaknesses in the decision system. Criterion-related validity studies are
difficult, expensive, or impossible. We believe that it is essential to first assemble evidence that
                                                
1 Copies of this paper may be requested by e-mail to Arose@AIR.org.

2 See, for example, American Educational Research Association, American Psychological Association, & National
Council on Measurement in Education. (1985). Standards for educational and psychological testing. Washington,
DC: American Psychological Association; and Johnston, M. V., Keith, R. A., & Hinderer, S. R. (1992).
Measurement standards for interdisciplinary medical rehabilitation. Archives of Physical Medical Rehabilitation,
73, S-1-S-22.

3 Benson, 1998; Benson, J. (1998). Developing a strong program of construct validation: a test anxiety example.
Educational Measurement: Issues and Practice, 17, 10-22; Cronbach, L. J., & Meehl, P. E. (1955). Construct
validity in psychological tests. Psychological Bulletin, 52, 281-302.
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the new instrumentation and decision-making processes are sound before attempting to employ
criterion-related validation using an external criterion. 

You have all heard and understand the differences among the various forms of validity,
such as face validity, content validity, construct validity, and criterion validity. Rather than bore
you with discussions about these formal concepts, in this paper I will focus on what we all
probably consider the key inference we are faced with when evaluating training systems: the
notion of predictive validity. What information can or do we use and how can we make
inferences about the future, especially in situations where no criterion performance measures are
available (e.g., actual performance in combat)? The correctness and accuracy of predictions of
future events cannot be judged at the time of prediction; by definition, predictive validity cannot
be an empirical determination until the actual future is observed.  I believe that by examining the
more general issues of prediction, we will gain a better perspective on the concept of validity as
the testing of inferences that draws on information from a wide variety of sources.

Methodological Perspectives on Prediction

In this section, we present some basic considerations regarding the concept of prediction.
Our main purpose is to clarify the basic principles of prediction: the limits and potential scope of
prediction, and the methodological requirements for predictive systems.

General principles of prediction

Although predictive systems vary over a wide range—from astrologers and other expert
systems to computer-based neural networks—there are a few principles that hold for all
methods:

 It is generally easier and safer (i.e., with less likelihood of being proved incorrect in the
future) to predict general trends than specific developments.  In weather forecasting, for
example, “It is likely to warm up over the next few weeks” is a safer prediction than “The
temperature will rise by 14 degrees next Tuesday.”  

 It is generally easier and safer to predict over the near future than over the long term;
long-range forecasts are inherently more problematic. 

 The fewer and cruder the parameters of a prediction, the more manageable and safer it
generally becomes; it is by and large easier and safer to forecast aggregated phenomena
than particular instances. For example, it is easier to predict unit performance than the
performance of a specific individual.

 The more extensively a prediction is provided with a protective shield of qualifications
and limitations, the safer in general is the prediction. 

To expand a bit on the last point: the indication of possibilities and prospects is usually
safer than that of real and concrete developments; it is generally easier and safer to deal in
possibilities and probabilities, to construct scenarios and answer questions about what may or
likely might happen, rather than to make specific and committal forecasts about what will
happen. This is not meant to imply that predictions should only be made under conditions of
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certainty; rationally warranted predictions can quite appropriately be based on generalized
patterns that are not absolute and exceptionless but, rather, merely statistical.

Predictions can be either categorical or conditional. Categorical predictions have the
form “X will happen,” or “X will not happen,” where X is some particular definite occurrence or
outcome. Conditional predictions have the form,  “X will happen if Y does.” Also, questions can
be of both forms: “When will X happen?” is categorical, and “What will happen if X does?” is
conditional. 

Conditional prediction comes in two types: specific or general with respect to time.
“When you give me money, I will buy a boat” is an indefinite, but specific prediction.
If this is stated as a “whenever” proposition—whenever condition C is realized, result R will
ensue—it becomes a universalized conditional prediction: “Whenever people say hello to Andy,
he will smile at them.”

Requirements for prediction

All of the rational processes for generating predictions are, in the final analysis, based
upon using historic and current information and projecting discovered patterns into the future.
Any sort of rational prediction will accordingly require informative input material that indicates
that three conditions are satisfied:

 Data availability: Relevant information about the past and present can be obtained in an
adequately timely, accurate, and reliable way.

 Pattern discernability: The data exhibit discernible patterns.
 Pattern stability: The patterns so exhibited are stable, so that this structural feature

manifests a consistency that also continues into the future.

These conditions are necessary, whether we are attempting to predict the date of the next
lunar eclipse, or the outcome of the next Presidential election, or the combat readiness of units.

A Survey of Predictive Approaches

All true predictive methods involve examining existing data to seek out established
temporal patterns and then projecting such patterns into the future. Prediction relies on the
existence of a linkage between input data and predicted outcomes. This linkage can be based
either on explicitly articulated principles or on personal judgments that exploit an expert’s
background knowledge about the matter. Predictions of the former sort are ‘formal’ and
‘inferential’ in proceeding via formally rule-specified modes of reasoning, while those of the
latter sort are judgmental or intuitive in proceeding via the unformalized processes of reasoning
in the personal estimation of individuals. 
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In Table 1 below, we list the major types of predictive systems.  We then briefly discuss
each type.4 
 
Table 1: Predictive Systems

Predictive
Approaches

Linking Mechanism Methodology of Linkage

UNFORMALIZED/JUDGMENTAL
Judgmental estimation Experts Informed judgment
FORMALIZED/INFERENTIAL
Trend projection Prevailing trends Projection of prevailing trends
Statistical analyses Data patterns Curve fitting, regression,

statistical modeling, pattern
recognition 

Cyclical analysis System patterns Pattern recognition and
classification

Analogy Comparable patterns Classification and attribution
Indicator correlations and
causal experiments

Causal correlations;
statistical comparisons 

Statistical inference

Law– or theory-based
derivation 

Accepted laws and theories
(deterministic or statistical)

Inference from accepted laws
and theories

Model-based derivation Formal models (physical or
mathematical)

Analogical inference and
reasoning 

Emulation and simulation System-wide models Pattern recognition, computer
generation

Unformalized, Judgmental Predictions

Basically, expert judgment predictive systems rest on the assumption that since we (as
mere analysts) do not sufficiently understand how existing data can be linked to outcomes, and
therefore cannot provide any sort of cogent account for why the predicted result will indeed
occur, we rely on an expert. In its simplest form, an expert judgment system involves presenting
data to the expert—for example, the results of a training exercise—and awaiting a prediction
(e.g., “This score is high enough to convince me that the soldier will perform effectively in
combat”). Expert opinions can be combined, either noninteractively (e.g., by averaging
quantitative predictions) or through interactive consensus-formation processes embodied in
collaborative groups or panels such as the Delphi method. Cooke (1991) has an excellent chapter
on “Combining Expert Opinion” in his book, Experts in Uncertainty: Opinion and Subjective
Probability in Science.5

                                                
4 This discussion draws heavily from Rescher (1998), Predicting the future.  New York: State University of New

York Press.

5 R.M. Cooke, Experts in Uncertainty: Opinion and Subjective Probability in Science, New York and Oxford:
Oxford University Press, 1991, ch. 11.
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An extension of this basic predictive system is to “extract” the relevant knowledge and
inferential process employed by the expert so that we can model the “expert system”6 in order to
apply it to new situations. Prediction by means of expert systems uses experts as providers of
information about reasoning and decision processes, rather than as mere data sources. The
technique is to elicit and systematize the reasoning processes used by the experts; the idea is to
elicit from the experts an inventory of the various factors they take into account and the rules
they use to combine factors. Then, having used the experts as the source of methodological
information, the process is systematized (usually via computer) and used to make prediction.
Most prominently and successfully used in medical diagnosis,7 expert judgment predictions
have, in general, been good in engineering, fair in medicine, shaky in economics, and distinctly
poor in sociopolitical affairs.
 

There is one fundamental flaw in this type of a predictive system: experts disagree. All
too often we encounter situations that pit one judgment against another, and one “expert” against
another. Only where the prospect of a direct reliance on scientific prediction is infeasible does
the recourse solely to the predictive judgment of others make good sense. 

 Formal/Inferential Methods of Prediction

Trend projection. Basically, trend prediction consists of extrapolating future conditions
from present ones. The simplest version of such a predictive system is simple linear
extrapolation, based upon the notion that the future will continue the lines of past developments.
Also in this simplest (and oversimplified) version, there is no attempt to understand the
underlying causes of the trend.

The reason we have presented an oversimplified depiction of this method is that it
represents a bridge between informal, judgmental systems and more formal systems. Most of our
everyday predictions—what we expect to happen if we continue what we are presently doing—
are essentially trend projections, although we perform no conscious ‘linear extrapolations’ when
walking down stairs, when driving on a straight road, or when doing hundreds of other activities.
However, linear trends seldom maintain themselves over longer periods of time; the road bends,
we get a stone in our shoe. When these disturbances upset our predictions, or (to borrow a term
from physics) we face nonlinearities in a dynamic system, we must resort to more complex
predictive systems.

Statistical analysis. This class of predictive systems involves extrapolation of
nonlinear—exponential, sinusoidal, S-shaped, etc.—patterns. Predictive analyses such as curve
fitting can take a limitless variety of forms; there is an infinity of functions to choose from: 

Insofar as scientifically cogent forecasting involves the exploitation of patterns for predictive
purposes, the tools of the statistician furnish a mainstay of predictive reasoning.…There are a
great many powerful mathematical tools for fitting curves to temporally structured information:

                                                
6 An expert system should not be confused with an Artificial Intelligence (AI) system; in the former, we attempt to
recreate the reasoning processes of a human expert, while in the latter we try to develop algorithms or heuristics,
independent of how humans would approach the problem.
7 R. Carande, “Expert Systems,” Choice, 30 (1993): 1425-33.



65

the data regarding the past can be projected by processes as varied as multiple regression analysis,
time series analysis, envelope curve fitting, multimode factor analysis, correlational analysis, and
various others. 8

Since much of the existing statistical and methodological texts and references are devoted
to this topic, and it is the area we are most familiar with, we need not discuss it further here. 

Cyclical analysis. This type of predictive system is primarily used in economics and in
some theories of acquisition of skill, where the underlying principle is as follows: Progress
proceeds by way of successive spurts, with sequential stages of rapid development succeeded by
longer exploitative phases, themselves leading to further periods of relative stagnation until the
next triggering event. By determining where one is in the cycle, one can predict upcoming
stages.

Notice that this approach is not quite the same as trend projection, statistical curve-fitting,
or time series analysis, which depend upon extrapolation from current trends. Rather, cyclical
analysis depends upon discerning historical patterns, isolating triggering events, and identifying
indicators of individual stages. This method takes more of a holistic, theory-based
conceptualization as the guiding predictive principle.

Prediction by analogy. Prediction often proceeds by drawing parallels between the
pattern of events—either temporal or descriptive— in one domain to that of another, and then
asserting that the pattern observed in the previous situation will apply to the current pattern. For
example, the developmental course of one organism or nation or enterprise is often seen as a
model available for use in guiding our expectations about others. The analogies usually are based
upon descriptive similarities; they can also be based upon shared structures or common
processes. One common method for prediction by analogies proceeds by placing a particular case
into a statistical “reference class” of others with which it shares some salient features. For
example, we predict longevity by placing an individual into a group identical (or highly similar)
on age, medical history, weight, and other presumably important dimensions, and then making
an actuarial prediction based upon the average age of the comparison group.

The strength of these types of predictions depends upon how closely the parallels can be
drawn and the amount and quality of the information used to establish the parallels. The “tighter”
or more well defined we can specify the reference group, the better the prediction. The main
weakness of this predictive system is that analogies are never exact; furthermore, we cannot
know a priori whether the parallel attributes we choose are the critical ones. For example, in the
1960s, forecasts of the development of modern power were made on the basis of growth curves
observed for fossil fuel and hydroelectric power in the period from 1800 to 1960. These parallels
and analogies missed several crucial dimensions and ultimately proved highly inaccurate.

Indicator correlations and causal experiments.  A fairly common predictive method
consists of generalizing from predictive indicators, based on empirical relationships (such as

                                                
8 Spirites et al. (eds.), Causation, Prediction, and Search. New York and Berlin: Springer Verlag, 1993.
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correlations) between observed factors or statistical association among variables in an
experiment. Some examples include:

 Training performance as a predictor of combat effectiveness
 Academic performance as a predictor of future earnings
 Medical symptoms as preindicators of the unfolding course of the disease
 Risk factors that predict a future disease
 The position and phase of the moon as a predictor of rising and falling tides

This procedure can take many forms. In general, such correlational predictions are based
upon observed relationships, such as between smoking and lung cancer. Typically, a population
is examined for potential correlations between two factors. A search is conducted, usually within
a large statistical base, for interesting relationships. Inferences are made when X occurs with a
different frequency among things having a particular property than among things not having that
property. 

While it is a basic truism that the presence of a correlation does not imply causality, we
must be aware of some slightly more subtle problems: 

Small sample size. It is always possible that an observed correlation is a coincidence; this
is particularly problematic if we restrict our investigation to small sample populations. For
example, suppose we find that a majority of subjects at a post who score higher than 80% on a
test were from the southwestern states. Unfortunately, the sample size of this group is only 12.
Chances are quite high I would not find an even distribution for all parts of the US; what we
expect is some entirely expectable “clumping.”  

Incomplete data.  It may be that the study and its results examined only part of the
relevant data, or the study sample has inadvertently pruned away just enough data—say, by
excluding certain subjects—to lend support to the idea of a correlation. Continuing the above
example, I inadvertently failed to examine (or failed to report) the home states of other soldiers
at the post. In fact, more soldiers there come from the southwest than any other area; while an
interesting and suggestive phenomenon, this additional finding clearly weakens the causal
hypothesis of a relationship between home state and success on the test. This example also
illustrates the fact that correlations are frequently explained by some third factor that suggests a
possible indirect link between the correlated factors.

A concomitant variation between A and B. Concomitant variation occurs when a variation
in one factor, A, is accompanied by a variation in another factor, B. A likely explanation is that
we have managed to pick two completely unrelated trends that happen to be going in the same
direction at the same time.

Also falling in this category are causal experimental studies, where such indicator relationships
are explored systematically. These experiments can take various forms, such as:
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 Randomized experiments: A group of subjects are divided at random into experimental
and control groups, and the suspected causal factor is administered to members of the
experimental group only.

 Prospective experiments: Subjects are selected for the experimental group who have
already been exposed to the suspected causal factor; control subjects are selected who
have not been exposed to the suspected cause.

 Retrospective experiments: A group of subjects are selected, all of whom have the effect.
These subjects are compared to another group, none of whom have the effect, in an
attempt to discover possible causal factors.

When such causal experiments are conducted and inferences are drawn from observed
relationships, we must be particularly careful in our interpretations. Certain experimental designs
and statistical assumptions underlying the observed relationships limit the types of inferences
that can be made.  

Law- and theory-based prediction. A sophisticated predictive method is that of inference
from formalized laws (generally in mathematical form) or well-established theories that govern
the functioning of the system. For example, in astronomy we determine the requisite data
regarding the present state of the system, then use physical laws to generate predictions about the
system’s future state. Much of physical science is based on derivations from quantitative
“natural” laws. However, deriving predictions from qualitative relationships among variables is
also quite common in other social science domains; for example, the rules of etiquette and rules
of parliamentary procedure lead to reliable predictions of behavior.

Of more direct relevance, however, are the often-unstated presumptions of “laws”
governing acquisition, retention, and transfer that presumably govern training.  Some of these
“laws” include:

 More training leads to better learning.
 Higher-fidelity training situations lead to better learning.
 Higher levels of initial acquisition lead to better retention.
 Higher levels of initial acquisition lead to better transfer to operational performance.
 Higher-fidelity training situations lead to better transfer.
 Higher levels of retention lead to better transfer.

While I believe that most training specialists believe that these statements are probably
true in most cases, the points I want to stress are: 

1. These statements are in fact derivations from theories, not from natural, universal
laws.  Each has been shown to be incorrect in certain circumstances. 

2. The statements relating to operational performance are, at best, predictions; as such,
they are subject to all of the vagaries of any prediction, such as the influence of
unknown intervening events, unknown effects of time, additional learning that could
affect previous learning and retention, and a whole host of other factors. 
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Model-based derivation. This involves using an artificially structured system to generate
predictions. The system can be a physical model or a symbolic model (e.g., a system of
differential equations). In this type of predictive system, we exploit the presumed structural
correspondence or “isomorphism” between the model and the system at issue to generate system
predictions. Modeling by computer simulation is currently popular; it includes large-scale
economic models of national economies, “virtual reality” simulations, and large-scale
environmental simulations for weather forecasting. In their technical refinement, their precision,
and their capacity to combine both scientific findings (natural laws) and the rules of thumb used
in informed judgment (“expert systems”), computer models are the most flexible and powerful
predictive tools we have. They have proven their worth in various areas, such as predicting
population growth, stock market activity, vehicular traffic, atmospheric pollution, and national
economic development.

The primary limitation of this predictive approach is that frequently there are inadequate 
data to support the operation of a workable model. Particularly for large-scale models, analytic
complications arise because the real-world phenomena at issue are too complex. Similarly, the
difficulty is that most large-scale forecasting models are based on a huge number of interrelated
assumptions on which the predictive outcomes hinge. Variations in these assumptions can have a
major impact on predictions. In the study of complex phenomena, it is difficult or impossible to
establish the tenability of these assumptions. Nonetheless, these models are potentially powerful
predictive tools. 

Simulation and emulation. A simulation is a representation of a situation, person, group,
environment, or any other system. The simulation includes what the researcher (constructor)
considers to be the critical aspects of the system that are (or could be) causally related to the
outcome of interest. For example, computer simulations of the environment used in weather
prediction contain representations of ground, water, temperature, humidity, and numerous other
variables or structures, including feedback loops. Simulations are basically descriptive models;
they may attempt to represent the entire system or just some of the system components. My
electronic keyboard simulates the acoustic properties of a piano: the simulation matches the
pitch, loudness, and timbre of a piano. However, the simulation does not extend to the physical
properties of a piano; as far as its appearance, the size and shape of the keys, the feel of the keys,
key weight, damping, etc., the simulation is an inaccurate representation. Simulations can also be
dynamic in the sense that the representations can include action. If I press the keys of my
simulated piano, the keys will move. Weather simulations can be constantly changing as a result
of initial conditions and feedback.

Emulations are predictions of what a simulation will do as a result of a specific input set.
I can see what my simulation of the environment will do if the amount of carbon dioxide is
increased; I can emulate system behavior for a variety of input conditions. Emulations are
instantiations of (usually complex) predictions. We borrow the term from computer usage, where
an emulator is a mechanism that allows a program written for one computer or platform to run on
another system; the notion is that the system (or representation) will behave in a new
environment or new set of circumstances not originally within its design.
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A similar concept is projecting scenarios—pictures of alternative futures (possible and
plausible). Developed out of wargaming techniques, this methodology has been applied
extensively to issues in economics, politics, and international relations. 

Perspectives on Evaluating Predictions

All of the rational processes for evaluating and validating predictions are in the final
analysis based upon matching predicted behavior to observed events. Any sort of rational
prediction requires input that meets three conditions:

 Data availability: Relevant information about the past and present can be obtained in an
adequately timely, accurate, and reliable way.

 Pattern discernability: The input must data exhibit discernible patterns. 
 Pattern stability: The patterns so exhibited must be stable, so that the observed structure

demonstrates a consistency that also continues into the future.

While these may be necessary conditions, they do not guarantee a successful or useful
prediction. Several additional dimensions should be considered in evaluating predictive systems,
including:

 Importance of the prediction
 Detail or precision of the prediction
 Correctness and accuracy
 Credibility and evidentiation
 Robustness and convergent validity
 Reliability
 Generalizability

In this concluding section, we briefly describe each of these dimensions.

Importance of the Prediction: Is the prediction a useful piece of information?
Predicting the course of the approaching hurricane is more valuable than predicting the course of
barometric pressure readings. Predicting operational performance is more important than
predicting training grades. Importance can be practical (e.g., important to understanding what
event will occur or when it will occur) or theoretical (e.g., important to understanding why an
event occurred).

Detail/Precision of the Prediction (specific vs. vague, particular vs. general, precise vs.
imprecise): while one can “improve” the accuracy of a prediction by avoiding detail—thereby
increasing its generality, vagueness, and imprecision—lack of detail decreases the value and
utility of the prediction. 

Correctness (true vs. false) and Accuracy (closeness to the truth): Predictions can be
wrong in different ways. They can be outright wrong (“It will rain tomorrow”), they can lack
completeness (e.g., not specifying all relevant contingencies), or they can be approximately
correct (“It will rain approximately 2 inches tomorrow” when 1.9 inches fall). This criterion is
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tied to the above: how detailed or precise the prediction is. The more precise the prediction, the
more likely it will be incorrect. Correctness and accuracy can be judged absolutely (How well
does the system perform at correctly answering questions to which we know the answers?) or
comparatively (How well does this system perform in comparison to other systems in the same
predictive situation?).

Credibility/Evidentiation: To repeat a statement made previously, the correctness and
accuracy of predictions of future events cannot be judged at the time of prediction. While we can
wait until some later time to judge accuracy, at the time of prediction the critical evaluative
dimension is credibility: the justification for the prediction. When a prediction is made, we want
to know why we should accept it. (Conversely, an accurate prediction without credibility is at
best problematic.) Evidence supporting credibility can be direct—the correct prediction is made,
along with an explanation—or indirect, by referring to the reliability and credentials of the
predictive system. In the latter case, while we might not understand why a predictive process
works, we must have reasonable assurance that it works.

Robustness/Convergent Validity via agreement with the indications of other predictive
resources: A predictive system that generates forecasts that agree with other methods lends
credibility to the system. 

Reliability of the predictive system in terms of consistency of output across users,
consistency of prediction given the same inputs on different occasions, and reliability of methods
used to determine inputs (e.g., choice of predictor variables).

Generalizability or versatility as determined by the extent of the range of situations over
which the system can function.

Conclusion

In sum, I hope that this brief introduction to issues surrounding prediction helps to
broaden your perspective on some aspects of validity. I will have achieved my goal if you
consider validation of a training system not as the result of a single experiment or field study, but
as a gradual, and, if possible, systematic process of accruing evidence regarding the inferences
you make from the data obtained.



71

Strengths and Weaknesses of Alternative Measures: Rating by Direct Observation,
Objective Scoring of Results, Self Appraisal, Peer Appraisal, & SME Judgment

Larry L. Meliza
US Army Research Institute

Simulator Systems Research Unit

Timeliness of the Topic

     The strengths and weaknesses of various means of measuring unit collective performance
are timely topics as Army units experience force modernization.  Units are being equipped with
new and emerging: weapon systems; digital systems and; reconnaissance, surveillance, and
target acquisition (RSTA) systems.  Collectively, these systems are expected to improve battle
outcomes through a variety of intermediate mechanisms.  For example, digital and RSTA
systems are expected to improve performance by increasing awareness of the tactical situation.
The process of developing tactics, techniques, and procedures (TTPs) for the modernized force
requires the ability to measure the presence and influence of these mechanisms (see Figure 1).
For example, do the TTPs enhance situational awareness and the ability of units to make use of
this increased awareness?

Figure 1.  Force modernization measurement challenge.

     The performance measures addressed by this paper include product-oriented and process-
oriented cases. Process measures are viewed as being more diagnostic than product measures.  A
unit can do all the wrong things and yet succeed in terms of product measures, or the opposite
case may occur.  The current paper assumes that a degree of product measurement is required to
support diagnosis.  For example, have the processes employed by a unit resulted in the product of
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increased situational awareness?   Fortunately, as illustrated in Figure 2, many measures are both
product and process oriented, depending upon one’s perspective.  For example, “whether an
attacking unit engages the enemy at long ranges with supporting fires before the main body
makes contact with the enemy” may be considered as a process-oriented measure that helps to
explain the low number of casualties sustained relative to those inflicted (i.e., a product-oriented
measure).  On the other hand, one could also consider that this early use of supporting fires is a
product gained, in part, from the process of “distributing fire support graphics in a timely
manner.”

Figure 2. Many measures of performance can be employed as process or product measures.

     This paper assumes that measures of performance vary along a continuum that ranges
from highly process-oriented to highly product-oriented.  Measures with a moderate degree of
the product component are crucial in developing and refining TTPs because they measure the
mechanisms by which force modernization is expected to influence unit performance.  Advances
in training technology have provided the Army with a rich electronic data stream describing
exercise events on a moment by moment basis and tools to employ this data stream to illustrate
key exercise events (Morrison and Meliza, 1999).  These advances in training technology enable
the Army to measure simulation events (e.g., are enemy forces engaged by supporting fires
before the main body of ground forces is in contact with the enemy?), but the Army also needs
the capability to measure cognitive events (e.g., is situational awareness improved?  Are the
confidence and morale of the enemy reduced?)   It is crucial that we be able to “get inside the
heads” of friendly and enemy soldiers and measure these cognitive “products.”
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Types of Measures

     The five type of measures that can be applied in measuring the performance of units are
described below.

Direct Observation

     Direct observation of the behavior of leaders, soldiers, vehicles, and units is used to
decide whether:

- the events promoted by tactical doctrine occur in practice (e.g.,  after issuing the
OPORD, the leader asked questions to make sure everyone understood their roles and
responsibilities)

- events that should not occur do/do not occur in practice (e.g., crews repeatedly engage
enemy vehicles that have already been destroyed)

     Observations may be guided by checklists during exercises, or they may employ displays
prepared through the application of automation.  Figure 3 illustrates how multiple measures of
direct fire employment can be addressed by a single display.  This display can be used to find out
whether there are portions of the enemy force not being engaged by the friendly force, and it can
be used to find out to what extent a unit is engaging enemy vehicles that have already been
damaged/destroyed.

No. of TOW and Tank Main Gun Rounds Fired at Dead Vehicle Percent of Total Rounds Fired
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Figure 3. Display illustrating selected fire control elements.

    Direct behavioral observations can also apply to mission planning and preparation
activities at the command and staff level.  Employment of the various Army Battle Command
System (ABCS) components under the rubric of digitization enables automated information
displays that can be used to measure selected aspects of command and control activity (Gerlock
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and Meliza, 1999).  For example, a display could be automated prepared showing when a
battalion received its OPORD versus the time subordinate company teams receive OPORDS
from battalion to find out whether the 1/3-2/3s rule is being applied.

Figure 4.  Time when each company team receives OPORD relative to time when battalion
receives OPORD and time when unit should be prepared to perform mission.

Behavioral observations are intended to be very objective, but specific measures differ in
terms of the extent to which they allow for subjective interpretation.  For example, asking
observers to decide whether all vehicle commanders are present when the platoon operations
order is issued leaves little room for interpretation.  On the other hand, asking observers to
decide whether the platoon operations order addressed all mission, enemy, terrain , troop and
time (METT-T) variables does leave room for interpretation.  A knowledgeable observer may
conclude, for example,  that the platoon leader failed to mention an important interaction
between the time and terrain situations.

 Individuals responsible for observing behaviors should receive training on how to apply
specific observable measures.  Past research has shown that even subject matter experts (SMEs)
need to be trained on their observation requirements to increase the reliability of the observations
(Dwyer, Fowlkes, Oser, Salas and Lane, 1997).  Unfortunately, the time and resources needed to
conduct observer training are often inadequate.

Objective Scoring

 Objective scoring involves an aggregation of behavioral observation data to provide a
summary of some aspect of unit performance.   For example, one might make a list of five events
expected to occur when a leader issues an operations order (e.g., all subordinate leaders should
be present) and a unit may receive a OPORD delivery score based upon the number of events
observed.  If the unit receives a low score, it indicates that practicing the collective task of
OPORD delivery/receipt is warranted.  Another, example of objective scoring would be to find
that three of five indices of fire control problems were observed (e.g., less than half of the enemy
vehicles in contact with the platoon were engaged,  half of the platoon vehicles failed to engage
the enemy,  the platoon did not return fire within one minute of the initial enemy engagement)
indicating a need for exercises in which fire control tasks are practiced.  If scores indicate a unit
is doing well in an area, even though it does not meet all of the criteria, practicing the entire task
is probably not necessary.
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Rarely will a single information display be able to provide all of the information needed
to summarize a major aspect of unit performance.  For example, there are important points of
unit fire control not addressed by Figure 3 (e.g., are all of the crews and units involved in the
engagement?)  For this reason, an observer may need to examine multiple information displays
to decide how many criteria were met regarding certain aspects of performance.

Peer Appraisals

 Peer appraisals are judgments made by the opposition force or by higher, adjacent and
supporting units regarding unit performance.  Peer appraisals focus on how a unit’s performance
impacts performance of the peers.  For example, the opposing force may conclude that a unit
made poor use of cover and concealment, and it may or may not include data to justify the
appraisal (we saw ten vehicles from the company team before it was in range of our weapons,
giving us the opportunity to reposition our forces and maximize our firepower).  Judgements
made by adjacent, supporting, and higher units are likely to be concerned with describing
problems encountered in working with a unit (e.g., Company A was not ready to make use of our
engineering assets when we arrived and this resulted in a waste of our assets and time), and it
may include data to justify the appraisal (we were at their position for over 30 minutes before we
were given our first tasking).

 If the data used to justify an appraisal are collected via a checklist, then this is simply
another example of direct observation of behavior.  If  “peers” (enemy or friendly) provide the
substantiating data on their own initiative, then it is part of a peer appraisal.  The distinction is
important to the individual responsible (trainer/tester/researcher) for implementing a data
collection plan.  In the first case, the data collection leader is responsible for distributing data
collection forms and making sure peers understand how to apply the checklist items.  In the
second case, the data collection leader will probably need to interview peers to collect
information on substantiating data.

Peer appraisals may be open-ended or closed.  A data collector may ask the opposition
force to rate or describe specific aspects of unit performance, or the data collector may simply
ask the OPFOR to describe what they considered to be the most critical features of the
performance of a unit.  Data collectors may even ask the OPFOR how well they were able to
estimate the courses of action taken by a unit.

An interesting example of the types of information that can be obtained from an OPFOR
comes from the Force XXI Advanced Warfighting Experiment (AWE).  In this case the OPFOR
described how the mere presence of unmanned aerial vehicles tended to disrupt their mission
preparation activities.

In some cases, peer appraisals (and self appraisals described below) may be the only
source of information about a particular unit strength or weakness.  One of the frequently
observed, general types of problems in unit performance is a lack of compatibility among the
standard operating procedures (SOPs)of subunits.  An outside observer may not be aware of
these problems, because the observer might not know about the SOPS, many of which are likely
to unwritten and informal.  Another frequently observed problem is the lack of a common
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understanding of the task to be performed, especially when task performance requires different
kinds of units to work together.  Again, an observer may not observe the lack of common
understanding, because it is a cognitive event.

Self Appraisals

Self appraisals may be provided by exercise participants when they estimate their own
strengths and weaknesses (e.g., we took too long to select our firing positions).  They may also
provide data to substantiate the appraisals (e.g., by the time we selected our firing positions there
was no time left to perform a reconnaissance of routes to alternate positions or finish preparing
our positions).  They can also provide information that helps identify causes of problems (e.g.,
we spent too much time planning before we started to prepare for the mission).

If an after action review (AAR) leader was aware of a unit’s assessments of its strengths
and weaknesses prior to the AAR, then this information could be used to reduce the AAR
preparation workload and expedite the AAR process.  For example, if the unit knew that its
direct fires were largely uncontrolled during an engagement, there would be no need for the
AAR leader to carefully guide the unit to this conclusion.  Instead, the AAR could immediately
focus on corrective actions.

Exercise participants can help explain what happened during an exercise by providing
information about their thought processes.   They can describe their situational
awareness/understanding at various points during the exercise (e.g., we were able to verify
enemy locations before we reached Phase Line Dog).  Leaders may also provide information
regarding what they did to monitor the performance of subordinates (e.g., I told my tank
commanders to let me know when they had finished briefing their crews and checking their
vehicles).  Exercise participants also have information about unit SOPs and their impact on unit
performance that is not readily available to an outside observer.  As mentioned earlier in this
paper, measuring these cognitive events is crucial in testing and refining TTPs for the
modernized force.

A problem with using self appraisals is that they can be tainted by the unit’s limited view
of exercise events and by the desire to look good.  Mirabella, Siebold, and Love (1998) have
suggested two methods for improving the value of self appraisals.  One approach is to use the
Delphi method by having the various unit leaders rate their performance in an iterative fashion.
The second approach is to compare self appraisals with the SME appraisals of unit performance.

SME Appraisals

An SME appraisal, like a peer or self appraisal, is a judgment regarding unit
performance, but is it not limited to judging the impact of performance on the person making the
appraisal.  This particular class of appraisals also assumes that substantial expertise may be
required on the part of the individual making the appraisal.  For example, it is assumed that the
individual evaluating a unit is capable of considering the impact of the specific METT-T
situation on performance.  The resulting appraisal may summarize a key aspect of performance
(unit fires were largely uncontrolled) and may or may not include a justification for the appraisal.
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A recent ARI study considered the possibility of using SME appraisals to guide the AAR
preparation process and other performance measurement activities (Brown, Nordyke, Gerlock,
Begley II, and Meliza, 1998).  Under this concept, a user can select from a menu of frequently
encountered performance assessments.  For example, the menu in Figure 5 shows unit maneuver
performance problems from the Center for Army Lessons Learned (CALL) National Training
Center Trends Analysis for the third and fourth quarters of FY 96.  Each menu option can be
used to call up a group of AAR aids that can be used to decide whether the appraisal fits a
particular unit.  For example, the aid shown previously in Figure 3 is one of those that can be
used to decide if a unit “does not understand the fundamentals of direct fire planning.”  The great
utility of implementing this concept is that it can be based upon the line of reasoning (here are
the most commonly encountered performance appraisals and here are the information displays I
would use to confirm or deny the correctness of each appraisal for a specific unit)  used by the
most experienced SMEs (e.g., observers/controllers with years of combat training center
experience) and used by less experienced SMEs.

Figure 5.  Use of SME judgments to trigger the production of candidate AAR aids.

Comparison of Measures

The six variables considered in comparing the utility of the five types of measures are
listed and described below.

Ø Validity   Does the measure do a good job of predicting future performance and does
it measure a credible, meaningful capability?

Ø Reliability  If the measure is applied by more than one individual will it tend to
provide the same results for a specific instance?
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Ø Workload  Does application of the class of measures impose a heavy workload on
trainers?

Ø Documentation  Can it be used to illustrate/prove the existence of a performance
problem?

Ø Corrective Action Does it point the way towards a specific corrective action?

Ø Sole Source  Are their capabilities that can only be measured with a specific class of
measures?

Reliability

Direct observation of behavior and objective scoring should be the most reliable
measurement methods: however, major variations in reliability are to be expected due to
differences in the degree of subjectivity among specific measures and the extent to which
observers are trained on the fine points of applying specific measures.    Peer and SME appraisals
based upon substantiating data should be more reliable than those not based on substantiating
data.

It is possible, and perhaps it is likely, that subjective ratings of unit performance will
have higher reliability scores than direct observations.  For example, if a trainer asks ten SMEs to
decide if a unit should receive a “go” or a “no go” on the performance of a collective task, these
SMEs might agree that performance rates a “no go.”   On the other hand, questioning these
SMEs on the specific aspects of task performance on which the rating was based may find that
each rater was responding to a different aspect of performance.

Validity

An important consideration under the topic of validity is that the TTPs for the
modernized force are still under development.  What we need are product-oriented  measures to
help validate the more process-oriented measures.  An example of how product-oriented aids can
be used to validate processes is provided in Figure 6.  This figure shows how a decrease in use of
smoke is associated with an increase in casualties sustained by the breaching force.  In this case
the process-oriented measure being validated is not “whether smoke is used.”  Instead, the
process-oriented measure being validated is whether “smoke is employed throughout the
breaching operation.”

Any of the five types of measurement can be validated against product-oriented
measures.  The product-oriented measures likely to be of the greatest value in the validation
process are direct observations, objective scoring, and peer appraisals.
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Figure 6.  Relationship between use of smoke and protection of breach force.

Documentation

Before units can be expected to try to correct performance problems, the existence of the
problems must often be proven to the unit.  Direct observation of behavior and objective scoring
provide greater opportunities to document specific unit performance strengths and weaknesses.
Peer and SME appraisals with substantiating data provide significant opportunities to document
strengths and weaknesses, but substantiating data may often be lacking.

Specific Corrective Actions

Concrete, rather than abstract, descriptions of unit strengths and weaknesses are needed
to identify corrective actions (Downs, Johnson, and Fallesen, 1987).   In general, direct
behavioral observations point towards specific, concrete corrective actions.  Behavioral
observations may identify specific processes that were not employed by a unit, or they may
identify a more product-oriented problem (e.g., the unit failed to use supporting fires until after it
had already sustained substantial losses during direct fire engagements) and leave it to the unit to
identify the cause(s) of the problem.

A drawback in the use of measures based on direct observations is that laundry lists of
problems may be produced (e.g., here is a problem in the way the order was issued, here is a
problem in preparing fighting positions).  This type of output does not help to identify exercises
offering a high payoff in terms of training needs addressed.  Objective scoring, on the other
hand, offers the potential for defining training strategies.  For example, objective scoring may
show that a unit failed to meet a majority of the criteria for reacting to contact, suggesting it
might be beneficial to train on this activity.
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All types of appraisals may provide results that are too abstract to meet performance
measurement objectives without collecting additional data.  For example, a unit leader may
conclude that communication is a problem without any clarification (Up the chain of command?
Down the chain of command?  With specific higher, supporting and adjacent units?  Too
many/few communications?  Critical details not being addressed?).  Addressing this problem
requires either imposing structure on the appraisal process before the fact (providing examples of
behavioral observations that warrant specific ratings and training appraisers how to use this
guidance), or collecting data to clarify the appraisal after the fact.  Either approach adds greatly
to the data collection workload.

Workload

     The work required to collect and analyze unit performance measurement data is a major
concern of the U.S. Army Training and Doctrine Command (TRADOC).  ARI has performed
five studies for the Army Training Modernization Directorate (ATMD) that address the issue of
observer/ controller (OC) and analyst workloads in the live force-on-force training situation.
One of the latest of these studies concerns the use of centralized analysis facilities to support
training feedback at multiple sites concurrently (Anderson, Begley II, Arntz, and Meliza, in
preparation).   Current plans call for applying automation to reduce the workloads associated
with preparing training feedback in the live combat training center and home station training
environments.   Further, the Army is currently automating the AAR aid preparation process in
the Close Combat Tactical Trainer (CCTT) environment.   Most of these automation activities
concern the application of automation to performance measures involving direct behavioral
observation, but, as mentioned numerous times in this paper, performance measurement will also
require the use of peer, self and SME appraisals.

Sole Source

Many cognitive activities cannot be directly observed, making it necessary to employ self
appraisals to find out what happened.  The perceived tactical situation and the logic behind a
leader’s plan for responding to this situation are examples of such cognitive activities.  To some
extent this limitation will be reduced through the availability of digital situational awareness data
and automated decision aids.

Unit SOPs are important variables in controlling and explaining unit activities.  In many
cases these SOPs are known to the members of a unit but not to outside observers.  Again, self
appraisals and friendly peer appraisals are important sources of information regarding
unit SOPs and their impact on unit performance.

Impacts of Force Modernization

Force modernization will itself influence the process of measuring unit performance.
First, the TTPs to be employed by units are still under development, making it likely that certain
process-oriented measures of performance will change.  Second, use of digital systems,
combined with advances in training technology, will make it possible to provide units with real
time feedback regarding unit performance employing measures based upon direct observations.
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Units will be able to respond to this feedback during the mission planning, preparation and
execution process.  Third, improved situational awareness will enhance the value of self
appraisals.  Fourth, in the absence of interventions, the workload required to employ measures
based upon behavioral observations will increase substantially (Brown et al., 1998).  The
increase in workload is due, in part, to the fact that trainers must observe the operators of digital
systems, the users of digital system information, interactions among system operators and users,
and interactions among operators.

Summary

Direct observations and objective scoring are the most useful types of measures due to
their greater reliability and due to the fact that they can document performance problems and
point towards specific corrective actions.  Direct observations and objective scoring also play a
key role in validating other types of measures.

Peer, self, and SME appraisals help to address gaps in the information available from
direct observations and objective scoring.  To realize the potential value of appraisals, a data
collection team must expend significant effort to obtain data that substantiates appraisals.
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APPENDIX A: Agenda

Workshop on Assessing and Measuring Training Performance Effectiveness

6 SEP

8:00 - 8:30 Check in (coffee/breakfast pastries)

8:30 – 8:45 Introductions: Dr. Jack Hiller, Chief Scientist, TRW, Training and
Simulation, Workshop Organizer

8:30- 8:45 Welcome: Robert Seger, ADCS-T TRADOC 

8:45- 9:00 Workshop Goals: Dr. Ed Johnson, Director ARI

Presentations

9:00 – 9:15    "The requirement for measuring and assessing training effectiveness" 
Dr. Bob Bauer, Dep. Dir., Directorate of Training and Doctrine
Development, Armor School & Center

9:15 – 10:00    "Assessment Applications and Advances"  
                   Dr. Eva Baker, Director of the UCLA National Center for Research on        

                Evaluation, Standards, and Student Testing  (CRESST)

10:00 – 10:15 Break

10:15 – 11:00 "New Leadership Toolkit" 
Stephen Zaccaro, George Mason University 

        
11:00 – 12:00  "Assessing Staff Operations and Functions in Digitized Units" 

MG(R) Lon (Bert) Maggart, Research Triangle Institute 

12:00 – 1:00 Lunch

1:00 – 5:00 Break into 5 Panel groups to receive presentations

5:00 – 7:00 Break for dinner

7:00 Dinner

   Speaker: " Perspectives", LTG(R) Paul Funk, VP Gen. Dynamics Land Systems
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Panel 1.  “Proficiency Measurement in Technical Training Evaluation”
Co-chairs:  Dr. Millie Abell, Chief of Technologies Branch, Futures Training Div. ADCS-T, and
Dr. Scott Graham, ARI
Facilitator: Dr. Jerry Childs, TRW
Topics:  
• Methods for evaluating on-the-job performance, strengths and weaknesses, Dr. Paul

Rossmeissl, AIR
• Modeling and Measuring Situational Awareness, Dr. Scott Graham, Chief  ARI Infantry

Forces Research Unit and Dr. Michael Matthews, USMA, West Point
• Measuring Performance in Distance Learning, Dr. Robert Wisher, ARI
• Panel discussion on issues, solutions, and possible R&D needs

Panel 2.  “Leadership Training and Education”
Co-chairs: COL Chris Sargent, Dir. CAL, Dr. Mike Drillings, Chief ARI RACO
Facilitator: LTG (R) Don Holder
Topics:  
• Command Preparation, Opportunities and Needs, TBA
• Training Adaptive Leaders - Are We Ready?, Dr. Karol Ross, HRED and Dr. Jim Lussier,

ARI
• Panel discussions

Panel 3.  “Staff Training Assessment.”
Co-chairs:  COL Marven Nickels, Dir. CA&Staff Service Sch., and Dr Kathy Quinkert, Chief
ARI TRADOC Scientific Coordination Office
Facilitator:  BG(R) William Mullen III, TRW
Topics:
• SIMITAR Assessment, John Metzko and John Morrison, IDA  45 min
• Panel discussions

Panel 4.  “Unit Collective Training”
Co-chairs:  COL Kent Ervin Dir. Collective training Directorate, CAC, Dr.Goldberg, ARI
Facilitator:  COL (R) John Johnston, TRW
Topics:
• Unit Training Measurement and Evaluation Issues, Henry Simpson, OSD
• Making the case for training systems (CCTT) evaluation, Dr. Goldberg, Chief  ARI Orlando
• Panel discussions

Panel 5.  “Performance Measurement and Assessment Issues”
Co-chairs:  MAJ Steve Ellison, TRADOC DCS-T TDAD, & Dr. Elizabeth Brady, ARI
Facilitator:  Dr. Ward Keesling, PRC
Topics:
• Formal tests and measures, including issues of reliability and validity,  Andy Rose, Chief

Scientist, Amer. Inst. For Research 45 min 
• Strengths and Weaknesses of Alternative Measures: Rating by Direct Observation, Objective

Scoring of Results, Self-appraisal, Peer Appraisal, & SME Judgment, Dr. Meliza, ARI
• Fixing Inter-rater Reliability, Dr. Frank Apicella, Technical Dir., AEC
• Panel discussions
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7 SEP

8:00 – 8:30 Coffee & pastries

8:30 - 12:00 Reform into Panel groups

Panels will each finish discussions and then prepare reports to main body.
Facilitators will work to gain coverage of consensus for technical strengths and
weaknesses of current methods, identify issues, tentative solutions and recommendations,
and significant minority views.

12:00 – 1:00 Lunch

1:00 Begin Panel reports (30 minutes each)

3:00 – 3:15 Break

3:15 – 3:45 Final Panel report

3:45 – 4:00 Workshop Summary
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Attendee Organization
Abbey, SFC Michael ATEC
Abell, Dr. Millie Futures Trng Div, TRADOC
Anderson, Edwin P. USASSI Dir. Of Training
Apicella, Frank Army Evaluation Command
Askey, Ronald DOTD, USAJFKSWCS
Baker, Dr. Eva UCLA National Center for Research
Bauer, Dr. Bob DTDD, US Army Armor Center
Beasley, LTC Dan Dpt of Tng, Plans & Evaluations, Ft Eustis
Berg, Mary TRADOC Eval & QA Program Mgr
Billups, Deborah ATSC, OLPD
Brady, Dr. Elizabeth ARI
Campbell, Rebecca DOTD, USAJFKSWCS
Carberry, Ed PM ASAT, ATISD, USATSC
Childs, Dr. Jerry TRW - ABQ
Coose, Phil TRW - ABQ
Crandell, James Warrior T, Ft. Hood, TX
Dawson, Brenda B. Development Division, Army Transportation School
Drillings, Dr. Mike ARI, Office Rsch & Adv Concepts
Ellison, MAJ Steve TRADOC Eval & QA Program Mgr
Ervin, COL Kent  Collective Training Directorate, CAC
Faber, Terry D. (ATIC-ATM) ATSC, Ft. Eustis, VA
Feldmeier, Howard IBCT
Ferris, George School of Americas, Ft Benning, GA
Fuglestadt, Tom IBCT
Funk, LTG (R) Paul VP Gen. Dynamics Land Systems
Goldberg, Dr. Steve ARI, STRICOM
Graham, Dr. Scott  ARI, Ft. Benning, GA
Hamilton, CPT Andy ABCS Team ATSC, WarMod Div.
Hardy, Carlton ABCS Team ATSC, WarMod Div.
Hiller, Dr. Jack TRW - Monterey, CA
Holder, LTG (R) Don TRW - Killeen, TX
Holtz, Louis W. Directorate of Training, USAES 
Hunter, Brian IBCT
Johnson, Dr. Edgar Director, ARI
Johnston, COL (R) John TRW - Killeen, TX
Keenan, Leo AB TECH, STRICOM
Keesling, Dr. Ward PRC - Monterey, CA
Larsen, James E. DCST Recruiting Directorate, TRADOC
Lesjak, Neta T. AMEDDCS&S, Ft. Sam Houston,TX
Livingston, Elaine Infantry School
Luker, Mark Lead Evaluator for IBCT
Lussier, Dr. Jim ART - Ft. Knox Team Leader
MacAllister, Mac Eval & QA Program Mgr, TRADOC
Maggart, MG (R) Lon (Bert) Research Triangle Inst.
Meliza, Dr. Larry ARI, Orlando, FL (STRICOM)
Melton, Bill TRACOC TDAD
Metzko, John SIMITAR ASSESSMENT
Mitchell, Mary E. US Maneuver Support Center Warrior Dept
Morrison, John SIMITAR ASSESSMENT
Mullen, BG (R) Bill TRW - Monterey, CA
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Attendee Organization
Nicholson, Nigel Army Eval Ctr (ATEC)
Nickels, COL Marven CAS3, Ft Leavenwoth, KS
Nollette, COL John A. TASS Integration Element, Ft Sill, OK
Olson, COL Chris TRADOC
Parker, MAJ Walt Schools Division, ITD, DCST, TRADOC
Parodi, CPT Mike ABCS Team ATSC, WarMod Div.
Pettie, Alan ATSC, OLPD Trng Spt Ctr
Pittman, James Redstone Arsenal
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Snider, Floyd M. Aviation Center, DOTDS, Ft. Rucker
Snyder, Mary R. Army Reserve Readiness Trng Ctr
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Tierney, Diana Futures Trng Div, TRADOC
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Van Deren, Richard W. Development Division, Army Transportation School
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APPENDIX C: Panel Summaries

Panel 1: Proficiency Measurement in Technical Training Evaluation ........................................C-2
Facilitator: Jerry Childs
Co-Chair: Millie Abell
Co-Chair: Scott Graham

Issues Concerning the Use of ToolBook for Distance Learning .....................................C-8

Panel 2: Leadership Training and Education .............................................................................C-10
Facilitator: Don Holder
Co-Chair: Chris Sargent
Co-Chair: Mike Drillings

Panel 3: Staff Training Assessment ...........................................................................................C-29
Facilitator: William Mullen III
Co-Chair: Marven Nickels
Co-Chair: Kathleen Quinkert

Panel 4: Unit Collective Training ..............................................................................................C-38
Facilitator: John Johnston
Co-Chair: Kent Ervin
Co-Chair: Stephen Goldberg

Panel 5: Performance Measurement and Assessment Issues.....................................................C-47
Facilitator: Ward Keesling
Co-Chair: Steve Ellison
Co-Chair: Elizabeth Brady
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3 Presentations

Methods and Media
OJT methods and sampling procedures
SA methods and sampling procedures

DL defined
DL terminology
DL strengths and weaknesses
DL evaluation?

Panel 1 - Proficiency Measurement in Technical
 Training Evaluation

Facilitator: Dr. Jerry Childs
Co-Chairs: Dr. Millie Abell and Dr. Scott Graham
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Measurement Issues

Terminology Clarified and Standardized
Sampling 
DL Security and Ethics

Need people qualified to do assessments
Need budget to assess training effectiveness
Validity and Reliability of Measures
Career Path and Training Assessments
Technology Emphasis Overstated

Design of Content
Learning Environment

Generalized skill measurement
multifunctional soldier
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Issues

Courseware upgrades and conversion
Websites with evaluation information

training vs education

Need learning outcome measures to determine 
media/method effectiveness

Motivation to Learn
Ill-prepared students should be sent back to the units

Need to evaluate systems, not just discrete elements

Need longitudinal assessments that cross all
organizational lines
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Issues

Repetition and Practice

Rewards for learning, not just passing

Making time for soldier to train and be assessed
 Resources reduced for operating efficiently

DL committee and standards to free up soldiers to train

Self - assessments

Embedding measurement into training and PSSs
Army doesn’t take advantage of PSSs
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Issues

How to train and measure to accommodate
changes in doctrine and policy

DL designers/developers should be on receiving end
incorporate lessons learned..TRADOC database
T3 for DL developers

Common methods and items for assessment by all schools
QA and training measures

TRADOC funding is tied to use of ToolBook
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Solutions

Investigate learning styles inventories and 
determine if Army should adopt

Develop broad eval plan and data collection 
instruments for DL Program
 Accreditation agencies?
Integrate research findings

learner centered instruction
Gen Y characteristics
Multimedia substance vs glitz
trainer effectiveness in use of technologies

Studies on skills of training developers
Build and integrate PSSs
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Issues Concerning the Use of ToolBook for Distance Learning

During the summary presentation for Panel 1, a discussion ensued concerning the
development of Distance Learning (DL) products and the means available to measure learner
proficiency.  Since DL products are developed in various forms and formats, measuring learner
proficiency must be structured to accommodate these differences.  As an associated point, in an
effort to enhance standardization and reduce potential development and maintenance costs, the
Army Training Support Center (ATSC) has directed that Click2Learn’s ToolBook II Instructor
version 7.2 be used to produce interactive multimedia instruction (IMI).  Given the rapid
evolution of technological advances in this field, there was discussion concerning the value of
allowing flexibility in the choice of tools for developing DL materials.

The use of ToolBook to create DL materials provides an example of how technology
impacts both training development and measurement.  Currently, the primary means of delivery
for IMI produced for ATSC is via the Internet using ToolBook II dynamic hypertext markup
language (DHTML) pages.  Numerous problems associated with this requirement are provided
below.  Click2Learn recently released version 8.0, which solves some of these problems.  Also,
ATSC is aware of these problems and is examining alternatives to the current mandate.

Problems associated with ToolBook II Instructor version 7.2 for developing IMI for the Internet

1. Conversion to DHTML.
a. The process of conversion takes a long time, even on “high-speed” computers.  For a

typical lesson, it can take more than an hour for this conversion; no other work can be
performed on the computer during this process.  (Example: A short, 19 page lesson,
took approximately 45 minutes to convert using ToolBook version 7.2.)  In the event
of an error, the entire process stops.  The author must then determine the problem,
rectify it, and restart the process.  While version 8.0 has reduced the time required, it
is not a significant reduction.  (The same 19 page lesson took approximately 42
minutes to convert using ToolBook version 8.0.)

b. DHTML code produced by ToolBook II is proprietary and does not allow external
editing to update or make corrections.  If corrections are needed, the entire lesson
(book) must be reconverted.  While version 8.0 now exports only the changes made to
the books, it is an unstable process.  Sometimes the changes “take” - sometimes they
do not.  This requires detailed editorial review after exporting the pages to ensure that
all changes have been converted.

c. Click2Learn’s conversion process to DHTML renames all graphics and media files.
This was done to reduce or eliminate any conflict in file names that might exist within
the courseware.  However, this now means that graphics and other media which are
reused in the courseware will appear multiple times with multiple names, enlarging
the overall toolbook file size.  It also precludes reusable media, which is counter to
the requirements for the ADL Group’s Shareable Content Object Reference Model
(SCORM).

d. Cllick2Learn DHTML files do not work well with Netscape 4.5 or higher versions.
Files will not open in some cases, and something in the DHTML code causes the
Netscape browser itself to “lockup.”
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e. Graphics shift position when converting from native ToolBooks to DHTML pages.
While this problem has supposedly been fixed in version 8.0, the problem still
appears in buttons and navigation tools that are custom made by users.

f. Border styles in text boxes change during the conversion process.  Click2Learn
claims to be working on this problem and that version 8.0 provides a partial fix.

g. ToolBook II version 7.2 did not provide much information in its error log when
converting files to DHTML pages.  With version 8.0 Click2Learn claims this problem
has been fixed.  During evaluation, error reporting actually swung in the opposite
direction, reporting not only errors, but the potential for possible errors. This deluge
of information makes it difficult to isolate and fix the cause for an error message.

h. Based on what does and does not export when converting, the interactivity of
ToolBook is limited in DHTML.  It should be more compatible with other vendor
software (e.g. Flash).

i. ToolBook II DHTML code is not truly cross platform.  It will not work on Mac or
Apple workstations.  It does not work well with Linux servers.

2. ToolBook II is a 16-bit program operating in 2nd and 3rd generation 32-bit operating
systems.  This causes the program to become unstable and “lockup”, “crash”, or execute in
illogical and unexplainable ways.  This makes it nearly impossible to troubleshoot many
problems.  Click2Learn states that version 9 (to be released in 2002) will be a true 32-bit
program.

3. ToolBook II files frequently become corrupt and must be rebuilt.  While there is a way to
work around this problem, it needlessly costs users time and money.  This problem could be
related to problem #2.

4. There are frequent error messages while authoring that indicate that the authoring computer
has run out of memory.  The only way to resolve the problem is to restart the computer.  This
indicates what is popularly known as a “memory leak”, which is actually a transient-stay-
resident (TSR) action that cannot be located or determined (even by Click2Learn at this
point) that constantly adds a burden to the usable memory of the computer until the computer
can no longer function.  This problem requires users to limit the sizes of ToolBooks and the
objects that are in them.

5. ToolBook needs to have an ability to use variables to modify the opening sequence of a
subsequent book, both as a native ToolBook and as DHTML pages.  While Click2Learn
claims this weakness has been fixed in version 8.0, it requires common gateway interface
(CGI) script, which will not work in a native ToolBook environment.  Worse, it is not
verifiable until the book has been exported and transferred to an Internet server, which can
create nightmares in troubleshooting if there is a problem.

6. ToolBook II Instructor (any version) is not well documented in Click2Learn’s user manual.
One must go online with the original software CD to the on-line user’s manual.  It would be
much more effective, especially for those who have difficulty reading monitor screens, if the
information was available in a published book.
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Panel 2: Leadership Training & Education

Facilitator: LTG (R) Don Holder

Co-Chairs: COL Chris Sargent and Dr. Mike Drillings
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Panel 2: Leadership Training & EducationPanel 2: Leadership Training & Education

Current Status of Leadership Assessment
• Current culture is “suspicious” of assessment

– need for ethical use of information
• Education and Training

– limited follow-up to institutional preparation
• limited number of measures
• unknown reliability and validity

– very limited follow-up to determine the value of assignments
• Operational Performance

– leadership issues, per se, not addressed in AARs
– counseling inconsistent and often without assessment

“Best practices” mandates use of coordinated
training and career assignments for effective

leadership development
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Panel 2: Leadership Training & Education

The 5 Key Questions

• Why do assessment?

• What do we assess?

• How do we assess?

• When do we assess?

• Where do we assess?
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Panel 2: Leadership Training & Education

Why do assessment?
• To improve mission performance
• To manage transformation and change
• To improve individual leader performance
• To improve leader development programs
• To support functions of

– diagnose and remediation of leader skills
– training program development and improvement

Leadership is an element of combat power
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Panel 2: Leadership Training & Education

What do we assess at what level?
• Leader performance
• Leader skill development
• Leader attributes and processes

– related to the adaptive leader
• Unit performance
• Leader-team performance
• Program objectives
• Program process variables

Network of measures is important
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Panel 2: Leadership Training & Education

What gets trained….
Le

ve
ls

…
.
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Panel 2: Leadership Training & Education

How do we assess?
• Leader effectiveness

– leader assessment toolkit
– 360º feedback
– use multiple assessment approaches
– add leadership dimension to AAR

• Unit mission effectiveness and readiness
– should be based on CTCs, simulations, and operational experience

• Leader attributes
• Program objectives
• Process variables

Research is basis for new measures
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Panel 2: Leadership Training & Education

When do we assess?
• Leader assessment

– Determined by:
• career level
• occurrence of training
• assignment history

• Program assessment
– Stage of development
– Resource cycle

• To support R&D and policy development

Assessment should be continuous and systematic
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Panel 2: Leadership Training & Education

Where do we assess?
• Institution
• Units
• Self
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Panel 2: Leadership Training & Education

Proposed by panel…….

Leader Assessment System
• Assess the leader development process
• Assess the performance of leaders
• Provides performance feedback to leaders
• Contributes to program development
• Contributes to accountability
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Panel 2: Leadership Training & Education

Assess the leader development process
• Build assessment into self-development

programs
– Self report (immediate and delayed)

• Assess transfer from schools
– Ratings by supervisors of skills targeted by

training
• Assess the developmental results of

operational assignments
– Record of assignments and training

Assess the entire development process
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Panel 2: Leadership Training & Education

Assess the performance of leaders
• For feedback and coaching purposes
• Incorporate multiple perspectives

– 360º ratings
• Analysis of leadership dimension from AARs
• Use direct performance measurement to the

degree that it is available
• Use mission and unit effectiveness indices
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Panel 2: Leadership Training & Education

Provides performance feedback to leaders
• Diagnosis
• Counseling/mentoring/coaching

– Behaviorally based
• Appraisal

Points to remedial training
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Panel 2: Leadership Training & Education

Contributes to program development
• Feedback to proponents, instructors, and

program, system, and training developers,
• Feedback to doctrine and combat developers
• Applies to The Army  (AC/RC, civilian, and

joint)
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Panel 2: Leadership Training & Education

Contributes to accountability
• Consequences for performance

– for training programs
– for leaders

• Requires development of standards
– ROI
– performance levels
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Panel 2: Leadership Training & Education

Infrastructure Issues
• Must be sufficiently resourced (people, $, policy)

– leadership research
– leader assessment process
– program development initiatives
– need qualified cadre

• Balance needed among
– institutional training
– unit training
– self-development

• Need marketing and sustainment policy
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Panel 2: Leadership Training & Education

Joint and Multinational issues
• Assessment system must recognize joint and

multinational issues
– different cultures
– communication difficulties
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Panel 2: Leadership Training & Education

Other Issues
• Designate a single responsible agent for leader development and assign

the assessment mission to that agent.
• Continue designing leader training, development, and assessment to meet

the specific needs of OPMS XXI and DA civilians.
• Build consensus and trust before applying formal leadership assessments.
• Evaluate the use of assessments in assignments, selections and other

personnel actions.
• Balance institutional, unit and self-development aspects of leader

development and assessment, recognizing that the “pillar” analogy may be
outdated.

• Adjust to lower levels of experience in small group leaders when planning
for leader development, counseling and assessment in OES and NCOES.

• Consider adding leadership discussions/assessments to AAR format.
• Design training exercises that reflect the nature of adaptive performance
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Panel 2: Leadership Training & Education

Research Needs
• Consider leader-teams and collective assessment, team stabilization,

and systematic team training.
• Determine the relative values of small group instruction  (SGI),

experiential learning, and distance learning (DL) approaches
• Validate tools for key stages of leader development.
• Define and explore “adaptive leadership”.
• Explore possibilities of leadership appraisal during AAR
• Conduct a systems study of assessment over a career
• Determine how to accelerate progress in expertise from novice to

leader/commander level
• Determine special leader tasks and assignments inherent to

peacekeeping operations.
• Assess implications of distributed command.



C
-29

Panel 3:
STAFF TRAINING ASSESSMENT

Facilitator:  BG(R) William Mullen III
Co-Chairs:  COL Marven Nickels and
                      Dr. Kathleen Quinkert

 Panel Members:

MG (R) Maggart                        Mr. Carberry
Dr. Morrison                              Mr. Metzko
MAJ Luker                                 SFC Abbey
Ms. Dawson                              Mr. Crandell
CPT Pittman                              Mr. Feldmeier
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Current Situation:

Staff is Team of Teams -- Commanders and
Staff NCOs are Part of the Team
Current MTPs do NOT Adequately Describe
Battle Staff Products or Processes
Lack of Doctrinal Underpinnings for Digital
Battle TTPs
Lack of Intellectual Underpinnings for All
Dimensions of Digital Operations
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Problem:

  YOU CAN’T ASSESS WHAT YOU
            CAN’T DESCRIBE
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Recommendations:

Identify Shortfalls Associated with Analog
Staff Operations and Training
Fix Analog MTPs
Use Lessons Learned from Previous Analog
and Digital Staff Efforts
Initiate a Research Effort that Looks at
Objective Digital Staff Interactions
Develop DDTP for Staffs
Develop Digital TTP
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Recommendations:
 ID Critical Staff Tasks & Processes (Analog &
Digital) for Each Mission.
 ID Core Command and Staff Tasks that can be
Continually Trained and Reinforced across the
Life Cycle of the Soldier
 ID & Develop MOE & MOP that Allow Staff
Training Assessment
 Continue Research Efforts in Digital AAR
capabilities that Provide the Flexibility to Address
a Specific Cdr’s Training Objectives



C
-34

Recommendations:
 Feed Forward to Developers the MOE/MOP as Requirements
Documentation for Embedded Capabilities in Future Operational
Systems
 Identify Staffs as a Critical Tng Audience; Support Accordingly
 Enable “Good” Tng - thru Tng Based Rqmts

 Training Environment/Infrastructure
 Trained Trainers
 Training Support, Training Management
 Training Sustainment
 Adequate RESOURCES
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Recommendations:

 More Research in Command Selection
 More Training for Commanders and Staff that
is Reinforced in Lifelong….

  Tng Mgmt and Assessment
  Tactical Experience with Analog and Digital
Systems
  Back Up Training on Alternate Solutions
(Problem Solving Based on Alternative Means)
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Recommendations:

 Establish Criteria of Success for Commander
and Staff Functions
 Ensure that Leaders Know

                  “What Looks Right”
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Panel 4:
UNIT COLLECTIVE TRAINING

Facilitator: COL (R) John Johnston

Co-Chairs: COL Kent Ervin and Dr. Stephen Goldberg



C
-39

Panel 4:
UNIT COLLECTIVE TRAINING

• MEASURING UNIT COLLECTIVE TRAINING
– INDIVIDUAL?
– COLLECTIVE -- Tough, Tough, Tough
– PLT-CO/TM-BN/TF-BCT Level of Toughness

• TRAINING SYSTEMS AND/OR UNITS
– BOTH

• TRAINING OR PERFORMANCE?
– PERFORMANCE

• Training in Units or Programmatic “Return on
Investment”/Training Development Feedback
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UNIT COLLECTIVE TRAINING

• STATUS
– ANALOG MTP/ARTEP

• 330 (+) MTPs (75% are 5 yrs old; 50% are 15 yrs
old)

• These provide “measures”;some still valid, some not

– MTP USE -- LOCATION AND MISSION
• OCONUS and SELECTED CONUS DONE
• HOOD & OTHER PLACES--LANE TRAINING

– DIGITAL -- NEED TO MATURE (LOOK AT
INDUSTRY & DIGITIZATION MATURITY)
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UNIT COLLECTIVE TRAINING

• Henry Simpson
– Evaluation is always a COMPROMISE
– Attributes of Evaluation Criteria: Validity,

Reliability, Sensibility, Process/Product, EASE
OF ACQUISITION & COST OF
ACQUISITION

• GO/NO-GO vs Good, Fair, Poor (1-7)
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UNIT COLLECTIVE TRAINING

• LEVEL OF UNIT PERSPECTIVE
– Platoon
– Company/Team
– Battalion/Task Force
– Brigade Combat Team

• Battalion/Task Force & Below
• Battalion/Task Force & Above
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UNIT COLLECTIVE TRAINING

• COLLECTION of INFORMATION
– Center for Army Lessons Learned
– Systematic Review Of Information
– Feedback on Training Systems
– Resourcing Training Sufficiently

• JUSTIFY THE COSTS OF TRAINING
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 OPPORTUNITIES
• CCTT AARs

– Feedback Information Is Available
– Product Improvement

• Digital Collection Analysis Review System
– Captures digital message traffic
– “Tell Me What You Want”

• Common Training Information Architecture
– Common Information Data Base for all CTCs

• Issue:  Who are the responsible agencies?
• Where does the funding come from?
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DIGITAL (EXFOR/IBCT/JCF)

• NEED TIME TO MATURE -- LONG
WAY TO GO

• ANALOG BEING USED AS BASE
• NEED LARGER SAMPLE SIZE FOR

TASK IDENTIFICATION
• TWO OR MORE EFFORTS ONGOING
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UNIT COLLECTIVE TRAINING
CONCLUSIONS

• TOOLS PRESENT FOR ANALOG UNITS
• PACE, COST, OTHER MISSIONS

CONSTRAIN ASSESSMENTS
• DIGITAL TOOLS (Tasks/MTPs) HAVE

TO BE DEVELOPED
• EXFOR & IBCT WORKING
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Panel 5
Performance Measurement and Assessment Issues

Facilitator: Dr. Ward Keesling

Co-Chairs: MAJ Steve Ellison and Dr. Elizabeth Brady
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Panel 5
Performance Measurement and Assessment Issues

- Problems identified have more to do with management of the
training and evaluation enterprise than with technical
measurement issues

Trainers don’t have the automated systems used in the
field

Evaluators are in a separate “cell” not tied to trainers
Information (feedback) not oriented to needs of trainer(s)
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Panel 5
Performance Measurement and Assessment Issues

What happened to the decision maker?
-The validity of an evaluation depends upon its purpose.
-The purpose should be to answer a question for a decision
maker.
-Only if the evaluation answers a decision maker’s question can
we begin to determine the ROI for the evaluation.
-The question should determine the data needs which then feed
into decisions about samples of subjects (individuals or units)
and instruments (surveys, performance samples, tests, etc.)
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Panel 5
Performance Measurement and Assessment Issues

Training exercises (e.g. at the CTCs) have multiple intents.
-Train the individual or unit.

Unit learns weaknesses; may be able to remediate at home
station (Brown).

Decides what training is needed next.
-Allows commander to assess readiness (info to DA for
decisions at that level)
-Allows commander and higher to assess training effectiveness.

Decide what to do to improve training for next unit
Feedback through CALL

? Do data derived from training exercises meet these needs (i.e.
decisions to be made)? Are they cost effective?
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Panel 5
Performance Measurement and Assessment Issues

Needs:
-Time
-Personnel $$$
-Facilities
-Equipment

Does the decision maker who needs the data have control of the
resources?
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Questions To Be Addressed

Why reconsider the role of assessment?

What’s new? Conceptual, methodological, and
technical advances in the field

What is the relevance to Army applications?
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New Training Requirements Demand
Strong Accountability

Changing Army mission

Decentralized responsibility

Incredibly complex tasks and greater
flexibility

Unknown quality of future recruits

Distributed training environments
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Accountability System
Components

Consequences for performance

A network of valid (outcome, process)
assessments addressing different purposes

Clear standards or comparisons

Skilled interpretation of data

Theory of action for improvement

Efficiency tools



C R E S S T / U C L A

D
-6

Assessment Basics
Validity depends upon assessment purpose

Assessments are not interchangeable

Confusing terms
Assessment
Evaluation
Testing
Measures
Metrics
Indicators
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Assessment Purposes

Certification of
individual, unit
competency

Diagnosis

Selection

Assignment

Feedback

Integration with
personnel records

Readiness assessment

Program or training
evaluation

Improvement of system

System monitoring

Accountability of
supervisors (OJT)
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What’s New?

1. Assessment conception

2. New methodology, using multiple indicators that
coherently combine individual, unit (group), and
program levels of analyses

3. Technological tools that fit a distributed training model
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1.  New Conception of Assessment:
Model-Based Assessment

Assessments to serve more than one purpose must be
designed in advance

Each purpose does not require an independent
assessment

Front-end design is as important as post hoc analysis
for validity inferences (1999 Standards)

Common design space requires the content
parameters, explicit description of cognitive/
motivational demands, and units of inference
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Cognitive Demands Central to Model-
Based Assessment System

Content
Expertise

Team Work

Communication
Learning to

Learn
(Metacognition)

Problem
Solving

Learning
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Model-Based Assessment

Design methods for specifying, implementing and
validating assessment systems

Models simultaneously serve training evaluation and
improvement, individual and unit performance,
monitoring, and accountability purposes

Approach addresses cost and renewal of system
elements

Validity of the assessment system rather than single
measure
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Elements in Model Specifications

Domains of content and skill

Task structures

Resources for tasks

Scoring procedures (models, training, criteria)

Standards

Degree of accuracy needed

Reporting approach
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Example: Challenges in
Assessing Problem Solving

Common objective of simulation training

Questions about the specification, generalization,
adequate sampling of content, e.g., difference between
mountains and deserts

Constraints vary and scenarios differ in difficulty

Different pass rates (or inferences about
competency/readiness) may be artifacts of specific
scenario administered
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2. New Methodologies

Models to allow inferences about a network of measures
rather than inferences about only one measure (Indicator
Systems & Growth Modeling)
Interpretative models to allow simultaneous inferences
about network components (Hierarchical Linear Models)
New approaches to determining accuracy
(Misclassification Analysis)
Integration of quantitative and qualitative methods
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3. New Technology Tools

Automated design, administration,   scoring,
and reporting of complex tasks

Automated decision support systems for
accountability and improvement



C R E S S T / U C L A

D
-16

Automated Assessments

Current technology provides the capability to feasibly
design, capture, store, and maintain examinees’ open-
ended process and performance data across multiple
administrations and sites

Implication: New opportunities for understanding
and assessing learning

Implication: Automated task variation and scoring
opportunities
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Computerized Application:
Distance Learning
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Computerized Knowledge Maps

Node-Link representation

Node = concepts, objects, modifiers

Link = relationship, operations (verbs)

Example:

“Sunlight leads to surface warming”

Measure representations of declarative and
procedural knowledge

Problem solving, content expertise
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Client/Server Architecture

Web
Server

Real-time
Scoring,

Reporting

Internet

Information
Space

Data-
base

Database
Server

Database Processing
Software
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Teamwork  Mapper
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Automated Design:
Characteristics of Authoring

Systems—State of the Art
Domain dependent and independent

Template-based with defaults

SME-content base

Teamwork, problem solving, content
understanding

Partially embedded process tracing

Automated scoring

Automated reporting
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Characteristics of Automated
Design—Soon

All cognitive families and some affective
demands

Full descriptive system to link assessments,
indicators, tasks, performance

Fully automated design, on-the-fly task
creation

Digitized content access

Validity evidence generator
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Task-Embedded Assessment

Tetherless connection to the Internet

Remote measurement capability

Embed interactivity in everyday objects

Behavioral Telemetry

Measure the who, what, where, when in real-time

Sensor-laden objects provide potential to measure learner-
object interaction via computational observations (rather than
via video or audio observations)

Wireless sensors
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Task-Embedded Assessment (Cont.)

Integrate computational and physical environments by
measuring and linking data from online and
corresponding physical sources

Wireless sensors

Example:
Measure training or learner-system interaction within a
computer-based application (cognitive task)
Measure learner interaction with corresponding physical
object
Add to others on team or in similar function
Integrate analyses of measurements for feedback, control,
assessment purposes
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Automated Decision Support
System

Features:
Longitudinal database
Indicator-based
Query-based
Disaggregation
Import-export
Automated reports

Functions:
Multiple measures,
purposes, & users
Monitoring &
feedback for units
Distributed
evaluation
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What Is the Relevance of These
Advances to Assessing Army

Training Performance
Effectiveness?

Distance learning—breaking the bottleneck

Embedded assessment—platform-based and
system-based

Support and develop flexible capacity

Lead in accountability
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Question  to Consider

What is the Army’s will and capacity to design,
validate, and operate multi-level accountability
systems?
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CRESST Web Site

http://www.cse.ucla.edu
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A Tool Kit for the Assessment of
Army Leadership

Stephen Zaccaro
George Mason University

Presented at the Army Workshop on Measuring and Assessing Training
Performance Effectiveness:  September 6, 2000
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Leader Assessment:Leader Assessment:
The ProblemThe Problem

Criterion space not well definedCriterion space not well defined

Lack of agreement in measured constructsLack of agreement in measured constructs

Limited psychometric evidenceLimited psychometric evidence

Inconsistent qualityInconsistent quality

Lack of comparability across studiesLack of comparability across studies
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A Solution:A Solution:
Leader Assessment ToolkitLeader Assessment Toolkit

Based on conceptual models of leaderBased on conceptual models of leader
effectivenesseffectiveness

Contains “best practices” in assessingContains “best practices” in assessing
leadershipleadership

Useful to a diversity of constituencies andUseful to a diversity of constituencies and
stakeholdersstakeholders

George MasonGeorge Mason
UniversityUniversity
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Toolkit Utilities

  Army training
  assessment in training
  assessment of training

  Performance Appraisal
  Leadership research

George MasonGeorge Mason
UniversityUniversity
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Toolkit Construction:
Approach

  Review of conceptual models
  Specification of toolkit model
  Specification of target constructs
 “SME” and stakeholder panel
  Construction of Version 1.0
  Review and revision of Version 1.0

George MasonGeorge Mason
UniversityUniversity
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Addressing Army Leader Effectiveness

Leader Cognitive, 
Behavioral, and

Dispositional
Attributes

Leadership 
Processes

Leader and Unit EffectivenessSelection
and 

Assessment

Training
and 

Development
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Toolkit:  Targeted ConstructsToolkit:  Targeted Constructs

Leadership Processes:Leadership Processes:

specific actionsspecific actions

mental processesmental processes

Leadership Outcomes:  consequencesLeadership Outcomes:  consequences
of leadership actions and mentalof leadership actions and mental
processesprocesses
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Leadership Processes:Leadership Processes:
FM 22-100FM 22-100

InfluencingInfluencing

communicatingcommunicating

decision makingdecision making

motivatingmotivating

OperatingOperating

planningplanning

executingexecuting

assessingassessing

ImprovingImproving

developingdeveloping

buildingbuilding

learninglearning
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Leadership Processes:Leadership Processes:
Others cited by PanelOthers cited by Panel

AdaptingAdapting

InformationInformation
processingprocessing

Policy developmentPolicy development

VisioningVisioning

MentoringMentoring

Strategic allianceStrategic alliance
formationformation

Boundary spanningBoundary spanning

Managing resourcesManaging resources

Monitoring andMonitoring and
providing feedbackproviding feedback
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Leadership OutcomesLeadership Outcomes

Attitudes andAttitudes and
climateclimate

Attribute changeAttribute change

Health and safetyHealth and safety

FinancialFinancial

Quality of lifeQuality of life

TrustTrust

ReadinessReadiness

Mission successMission success

Retention andRetention and
attritionattrition

empowermentempowerment
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Toolkit DimensionsToolkit Dimensions
OrganizationalOrganizational
LevelLevel

LowerLower

MiddleMiddle

UpperUpper

Target or level ofTarget or level of
influenceinfluence

IndividualIndividual

DyadDyad

TeamTeam

UnitUnit
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Toolkit:  Version 1.0Toolkit:  Version 1.0
14 measures14 measures

1 technique (3601 technique (360
degree assessment)degree assessment)

1 template (OC1 template (OC
ratings)ratings)

Descriptions of eachDescriptions of each
measuremeasure

Psychometric DataPsychometric Data

LimitationsLimitations

ApplicationsApplications

Sources forSources for
measuresmeasures

ReferencesReferences
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Sample Measures:Sample Measures:
Leadership ProcessesLeadership Processes

Multifactor Leadership QuestionnaireMultifactor Leadership Questionnaire

Competing values InventoryCompeting values Inventory

Leader AzimuthLeader Azimuth

OC ratingsOC ratings

Managerial Practices SurveyManagerial Practices Survey
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Sample Measures:Sample Measures:
Leadership OutcomesLeadership Outcomes

BenchmarksBenchmarks

Tacit KnowledgeTacit Knowledge

Job Descriptive IndexJob Descriptive Index

OrganizationalOrganizational
CommitmentCommitment

Team EffectivenessTeam Effectiveness
ProfileProfile

Templates:Templates:

OC ratingsOC ratings

readinessreadiness

missionmission
accomplishmentaccomplishment

Attribute changeAttribute change
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Toolkit 1.0:Toolkit 1.0:
Current EffortsCurrent Efforts

Under review by stakeholders andUnder review by stakeholders and
potential userspotential users

Accumulation of usage dataAccumulation of usage data

Accumulation of psychometricAccumulation of psychometric
evidenceevidence

Revision:  Version 1.1Revision:  Version 1.1
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Leadership AssessmentLeadership Assessment
Toolkit:  Potential DirectionsToolkit:  Potential Directions

Providing a web-based versionProviding a web-based version

Adding measures of leader attributes (basedAdding measures of leader attributes (based
on FM 22-100)on FM 22-100)

Creating a data archive of leadershipCreating a data archive of leadership
findings from studies using toolkit measuresfindings from studies using toolkit measures

Creating an archive of template measuresCreating an archive of template measures
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Leadership AssessmentLeadership Assessment
Toolkit:  ConclusionsToolkit:  Conclusions

Toolkit provides users with bestToolkit provides users with best
practices in assessment of leaderpractices in assessment of leader
effectivenesseffectiveness

Toolkit is user-friendly with supportingToolkit is user-friendly with supporting
documentation for each measuredocumentation for each measure

Toolkit is intended as a dynamic utilityToolkit is intended as a dynamic utility
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ASSESSING STAFF OPERATIONS
AND FUNCTIONS IN DIGITIZED 

UNITS

MG (R) Lon E. Maggart
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• A unit staff that is trained
to function (digitally)

• A tactical situation,
scenario, and stimulation to
cause the staff to function
(digitally)
• A standard against which the 
staff can be assessed
• A system that “digitizes”
 the staff

YES NO

X

X

X

X

ASSESSMENT TOOLS
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• Subordinate units which
send/receive information/orders
(digital and conventional)
•  A higher headquarters to
send/receive information/orders
(digital
and conventional)
• Observer/ controllers (OCs) that can
observe the staff as it functions, record
the observations, and develop the
assessment based on comparing the
observations to the standard (Includes ability to
collect embedded data to capture digits for quick
feedback for AARs)

X

X

X

YES NO

ASSESSMENT TOOLS
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1974
self-paced
instruction

1975
one-station unit training

1974-1975
 Systems Approach to

Training (SAT)

1974-1975
 Army Training and Evaluation System

(ARTEP)

1976-1977
Soldiers Manuals

1978-1993
Military Qualification Standards

(MQS).
1977

Soldier Qualification
Test

1983
Mission
Training
Plans.

1975
CRI

THE EARLY DAYS...

1982
NTC

Individual
and Collective 

Unit Tasks

Staff Tasks????
START FXXITP, MRE, FCX, LTP 

1989
CMTC

1987-93
JRTC
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THE HISTORICAL JOURNEY TO
MANEUVER DOMINANCE -

FORCE XXI

THE HISTORICAL JOURNEY TO
MANEUVER DOMINANCE -

FORCE XXI

INFORMATION
AGE

BATTLEFIELD3/8 CAV
NTC

Jul 93
M1A2 Plt

Test
Sep 92

TF 2-33 AR
AWE Focused 

Dispatch
TF 1-70 AR
NTC 94-07

Desert Hammer VI
Apr 94

AWE Warrior Focus
Lt/Hvy/SOF

Nov 95

Div XXI

XX

TF XXI
Feb 97

X Corps XXI

XXX

Phase I
(SIMEX) Dec 92

Phase II
(Live) Mar 93
horizontal  
integration

Demo

AWDBS*
(SIMEX) Dec 93

 THE THE
M1A2M1A2

USA ARMOR CENTER

Roving
Sands

95

Prairie 
Warrior

95

FSCV

FCS

FORCE
XXI

DIGITAL DOCTRINE

DIGITAL EQUIPMENT
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The AECP Road
Ahead…The Plan
The AECP Road

Ahead…The Plan

94 1996 1997 1998 1999 2000 2001 2002 2003

RFPI
ACTD

CAWEWarrior
Focus

1995

1994 1996 1997 1998 1999 2000 2001 2002 2003

TF XXI

CAWEPrairie
Warrior

1995

Div AWE

DCX
 PHI

DCX
 PHII

Desert
Hammer

TMD

Prairie
Warrior

Prairie
Warrior

XX

XX4ID

1CD

MECH

LIGHT

INTERIM

1st Bde
IOC

2d Bde
IOC

JCF AWE

CAWE

2004

Global
Challenge

Global
Challenge

Global
Challenge

ELB

X X X
= Potential area for
   experimentation TRANSFORMATION

(Not an axis of AECP)

JFCOM
EXP 02
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THE PERCEPTIONS

There is no approved comprehensive Army concept for
fighting digitally. It is unclear where the digital effort fits
in the overall Army strategy for moving to the future!

There are no universal tasks or standards for digital staff
operations or functions.

There is no universal, all-encompassing, Army-wide
training program for either conventional or digital
staffs.
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missions and the Transformation. Are there
separate concepts for describing how the Army
will fight Conventionally, SASO, Digitally, and
with the Interim Force?

With the exception of the Warrior-T work, no
mature TSPs exist for individual, staff groups or
collective exist. This is still work in progress!

It is not clear if the objective digital system and
the systems for the Objective Force are the same.

THE PERCEPTIONS
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Existing digital equipment and its supporting 
infrastructure—architecture and network does not meet
the Force requirement and cannot support assessment 
of a digital staff! 

There is no apparent (singular) proponent for the digital
battle staff! (ASB report 1999)

It is impossible to assess staff operations and
functions in digitized units in other than an ad hoc,
fragmented manner on a case-by-case basis.

THE PERCEPTIONS
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The Army has taken a “Shotgun” approach to
solving the Army Training Strategy problem. It
must develop a comprehensive, integrated
program that includes individual, collective
unit, individual commander and staff and
collective staff, etc. together... for all the
missions and modes (light, heavy, SASO,
conventional, digital, etc.) in which it intends
to fight!!!

FM 3-0 a good start

THE PROBLEM



D
-56

HOWEVER...

It is Impossible to Build any Training Program
Until the  Critical Tasks and Relationships  to

be Trained are Identified!
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THE ARMY CANNOT REASONABLY DEVELOP A
DIGITAL TRAINING PROGRAM FOR THE FUTURE
UNTIL IT COMPREHENSIVELY UNDERSTANDS
CURRENT CONVENTIONAL TRAINING TASKS!!!

LIKEWISE...
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Task Identification is the Key...

It is Impossible to Assess the Effectiveness of
(Digital) Training Until a Standardized Training

Program Exists!!!
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INDIVIDUAL TASKS
•FM 25-100
•FM 25-101
•STP

INDIVIDUAL
  STAFF
    SKILLS
          ?

INDIVIDUAL
  CDR
    SKILLS
         ?

COLLECTIVE
   STAFF
     SKILLS
          ?

STAFF
GROUP

     SKILLS
          ?

WHAT
TASKS

MACHINES
DO ?

M
A
N
M
A
C
H
I
N
E
I
N
T
E
R
F
A
C
E

?

FORMAL TASKS
•ESTIMATES
•ORDERS
•SYNCH MATRIX
•ETC.

INFORMAL
TASKS
       ?

EXECUTION
TASKS

    ?

COLLECTIVE/CREW
TASKS

•FM  71-1
•FM  71-2
•FM  71-3
•MTP
•ARTEP

PLANNING 
TASKS

• STAFF OFF
   HANDBOOK

T
A
S
K
S

O
B
J

F
O
R
C
E

Digital Task Development Requires an Understanding of
How Technology Changes Existing Command and Staff

Functions

WHAT
TASKS
MAN
DOES

?

Indiv
Staff
Skills

?

CDR 
Tasks
?
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STRUCTURED TRAINING
CONVENTIONAL

TASKS
SUB TASKS
MISSIONS
SCENARIOS
VARIOUS
CONDITIONS

TARGET AUDIENCE

SOLDIERS
SQUADS/CREWS
PLATOONS
COMPANIES
TASK FORCES
STAFFS
COMMANDERS

TOOLS AVAILABLE

VIRTUAL
CONSTRUCTIVE
LIVE
INTERACTIVE

LEVEL
INDIV STAFF
STAFF GROUPS
COLLECTIVE STAFF
COMMANDERS

TRAINING PLAN DEVELOPMENT

STRUCTURED TRAINING
DIGITAL
TASKS
SUB TASKS
MISSIONS
SCENARIOS
VARIOUS CONDITIONS

REPETITIVE

SIMULATION

Training 
Program
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SO WHAT DO WE DO...?

?
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Identify expected or desired
outcome(s) of the training
program

Step 1

 Muster the courage and resources
 to change
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Identify current conventional individual staff tasks;
staff group tasks and collective staff tasks
associated with each specific mission each type
Army unit is expected to do.

CSA directs the TRADOC Commander to gather
all the school commandants for the express
purpose of totally refocusing their efforts on
solving this problem…as General DePuy did to
publish the 1976 edition of FM 100-5.

Step 2
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FY 94

KNOX KNOX TF 
RCVTP

 TF 
VTP

VTP

MTCDISINDIVIDUAL   STAFF XOS1S2S3S4FSB SPOBMO

IND TNGCBI LANES
MAT MGMT OFF

MAINT CNTR OFF
BMMOMAINT SUP TM  CH

MAINT CO CDR

VTP

DESERTHAMMER

CATS

CCFs BN (25/39)
ARI-POM

FSB
DIV/SEP FSB(CAMP DODGE)

C
C
T
T

V
T
P

F
X
X
I
T
P

E
X
F
O
R

V1 V2 V3

V4

F1

F2

E1

FSBCAMP DODGE

REP PRT TECH
S&S OFFPETRL OFF

AMMO OFF
MECHANICSUPPLY TECH

MEDIC

MTC/DIS
UNIT TNG

PLT/CO/BN LEVEL
TABLES & EXERCISES

IN SIMNET
MTC/DIS

COMPLEX STAFF
TRAINING 

2 EXERCISES
IN JANUS
MTCSTAFF/GROUPS

CDR/XO
S1
S2
S3
S4

FSO
IN C/ST
SIMUTA

Force XXI Training ProgramForce XXI Training Program

USA ARMOR CENTER

A SINGLE ARMY-WIDE
TRAINING INITIATIVE THAT

INTEGRATES ALL COMBINED 
ARMS DOCTRINE, TNG 
DEVELOPMENT, TADSS 

& TECHNOLOGY INTO ONE
COMPREHENSIVE 

PROGRAM
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FY 94

KNOX KNOX TF 
RCVTP

 TF 
VTP

VTP

MTCDISINDIVIDUAL   STAFF XOS1S2S3S4FSB SPOBMO

IND TNGCBI LANES
MAT MGMT OFF

MAINT CNTR OFF
BMMOMAINT SUP TM  CH

MAINT CO CDR

VTP

DESERTHAMMER

CATS

CCFs BN (25/39)
ARI-POM

FSB
DIV/SEP FSB(CAMP DODGE)

C
C
T
T

V
T
P

F
X
X
I
T
P

E
X
F
O
R

V1 V2 V3

V4

F1

F2

E1

FSBCAMP DODGE

REP PRT TECH
S&S OFFPETRL OFF

AMMO OFF
MECHANICSUPPLY TECH

MEDIC

MTC/DIS
UNIT TNG

PLT/CO/BN LEVEL
TABLES & EXERCISES

IN SIMNET
MTC/DIS

COMPLEX STAFF
TRAINING 

2 EXERCISES
IN JANUS
MTCSTAFF/GROUPS

CDR/XO
S1
S2
S3
S4

FSO
IN C/ST
SIMUTA

Force XXI Training ProgramForce XXI Training Program

• STRUCTURED
• TASK-BASED
• CONVENTIONAL & DIGITAL
• LIVE, VIRTUAL, CONSTRUCTIVE
• ENTIRE COMBINED ARMS TEAM
• ENHANCED AARS

• STRUCTURED
• TASK-BASED
• CONVENTIONAL & DIGITAL
• LIVE, VIRTUAL, CONSTRUCTIVE
• ENTIRE COMBINED ARMS TEAM
• ENHANCED AARS

KEY FEATURESKEY FEATURES

USA ARMOR CENTER
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A TRAINING STRATEGY FOR
ADVANCED TECHNOLOGY
OPERATIONS CANNOT BE
DEVELOPED WITHOUT A

COMPREHENSIVE UNDERSTANDING
OF THE FUNCTIONS, TASKS,

PROCESSES AND INTERACTIONS
ASSOCIATED WITH CURRENT
CONVENTIONAL OPERATIONS.

FLASH
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FOR EXAMPLE...

UNTIL ONE UNDERSTANDS CONVENTIONAL STAFF 
PROCESSES, HOW WOULD ONE KNOW WHAT TO 
IMPROVE, CHANGE OR ELIMINATE WITH ADVANCED
TECHNOLOGY? DETERMINE WHAT MAN/MACHINES
DO BEST!

IF ADVANCED TECHNOLOGY PROVIDES BETTER
ALTERNATIVES, DO STAFFS STILL NEED  TO DO
ESTIMATES,  PLANS AND FIVE-PARAGRAPH FIELD
ORDERS?

IF ADVANCED TECHNOLOGY PROVIDES
“PERFECT” UNDERSTANDING OF THE 
BATTLEFIELD, ARE MOVEMENT TO CONTACTS 
AND HASTY ATTACKS AND STILL REQUIRED?
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If the capability to see and understand the entire
battlefield exists, is there a need for “Defensive
Operations?”

FOR EXAMPLE...

How will changes to existing command and
staff relationships, roles, processes, tasks, and
even the Military Decision Making Process
(MDMP)resulting from digital enhancements
be accommodated?
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Array tasks in a matrix so that training developers
can understand how conventional tasks are related,
which tasks are duplicative and which tasks are
absolutely essential for tactical success, etc.

Determine critical combat tasks that absolutely must
be taught in the schoolhouse, in units and through
self-instruction.

Matrix managed by ATSC with input from the
Commandants, OCs at the CTCs, and other
competent authorities (ARI, Rick Brown, and old
retired guys).

Step 3
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Appoint a select committee of not more than ten
people (some active some retired, some military and
some civilians, some officer some enlisted) to build
the matrix.

Step 3 Con’t
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Based on the matrix, the select committee
must decide:

•  Which tasks will be taught.
•  In which live, virtual or constructive
environments the tasks are best taught.
•  In which venue they must be trained,
e.g. self-instruction at home, in the
schoolhouse, or in the unit.
•  The learning decay for each task.
•  The frequency that task training must
be repeated over time to maintain
proficiency.

Step 4
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Validate the tasks, including for
use in live, virtual and
constructive environments.

Step 5
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Develop and publish a training strategy along
with all required enabling training literature
such as FMs, MTP, ARTEPS, etc.

All documentation should have electronic
versions available over the Internet from the
ADTDL.

Step 6
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The ability to measure the
effectiveness and efficiency
of training must be an
integral part of the strategic
design.  For example, we
must imbed or retrofit current
systems to allow for digital
data collection.

Step 7
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Step 8

We must provide the capability to 
retrieve pertinent (digital) data in a 
manner timely enough for use in AARs
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Traditional methods of instruction
must be augmented or replaced
with the capabilities offered by
advanced technology (Pay
attention to the research done by
ARI et.al. in this area!!!!)

Step 9
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STAFF TRAINING

FAIL

STAFF/GRP TNG

FA
FSB
ENGR
CEWI
MP
ADA
AV
INTEL
SIG
CHEM
ETC.

T
A
B
L
E
S

EXERCISES

TRAINING PROGRAM

INDIV STAFF GROUP

GATE

GATE

GATE

GATE

CERTIFIED
AS AN S1, S2, S3, S4, ETC.,

IN INDIVIDUAL/STAFF/GROUP SKILLS
AND STAFF IS CERTIFIED AS A GROUP 

     METL
ASSESSMENT

SIMPLE
(TABLE 1, EX 1,
ASSEMBLE TF
IN TAA

COMPLEX
(TABLE 50, EX 100,
SYNCHRONIZE
TF DIS EA)

COLLECTIVE
STAFF
TNG

S4

S3

S2

S1

S1
     GROUP
FSB

1
2
3
4
5
6
7
8
9

         5       4     3   2 1SGT

TF  CDR & STAFF

CDR
XO
S1
S2
S3
S4
FSO

BDE

S1
S2

S3
S4

= TEST
INDIVIDUAL
STAFF
COMPETENCE

CBI
GRAPHICS

WPNS EFFECT
FUNDAMENTALS

TTP

PASS

FSO

BDE

INDIVIDUAL
STAFF TNG

C2V
BCV

AVN
     GROUP
FA

BN/TF
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COLLECTIVE STAFF/UNIT TRAINING

T
A
B
L
E
S

EXERCISES

TRAINING PROGRAM
COLLECTIVE STAFF

GATE

GATE

GATE

GATE

T
A
B
L
E
S

EXERCISES

GATE

GATE

GATE

GATE

T
A
B
L
E
S

EXERCISES

GATE

GATE

GATE

GATEJANUS/BBS

CONSTRUCTIVE

VIRTUAL

LIVE
TF/BDE

CDR/STAFF

COMPLEX
STAFF

EXERCISES

COMPLEX BATTLE EXECUTION
EXERCISES

PLT/CO STX,
CFX, FTX, ARTEP,
NTC/JRTC,
LIVE BATTLE
EXECUTION

IND/ STAFF
STAFF GROUP
TNG

TRAINING PROGRAM

TRAINING PROGRAM
UNIT TRAINING

MAN-IN-LOOP

STAFF & BDE SLICE
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DUTY FIRST!

NO MISSION TOO DIFFICULT
NO SACRIFICE TOO GREAT
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Methods for Evaluating On-the-Job Performance:
Strengths and Weakness

Paul G. Rossmeissl

American Institutes for Research
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Overview

What is job performance
– Classical definitions
– Current theory and practice

• Performance dimensions
– A Multi-dimensional model

How can performance be measured
Some application examples
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Part 1 - What is Job Performance?
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What is Job Performance?

Campbell, Gasser, and Oswald (1996)

Searched over twenty major textbooks in
I/O psychology and organizational
behavior for their discussion of
performance.  None even attempted to
define the term.
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Classical Definitions of Job Performance

Principles for the Validation
and Use of Personnel

Selection Procedures (1987)

“the effectiveness and value of
work behavior and its outcomes”
“the effectiveness and value of

work behavior and its outcomes”
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Traditional Definitions of Job Performance

National Research Council’s
(NRC) Committee on the
Performance of Military

Personnel (1988)

“the proficiency with which the
individual can do the technical tasks

or has mastered the substantive
content of the job”

“the proficiency with which the
individual can do the technical tasks

or has mastered the substantive
content of the job”
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Job Performance Content - The Project A Model

Overall
Performance

Core
technical

proficiency

General
soldiering

proficiency

Effort and
peer

leadership

Personal
discipline

Physical
fitness  &
military
bearing

The NRC definition

Wise Campbell, McHenry, & Hanser (1986)
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Multi-Factor Job Performance Content Models

Job-specific task proficiency
Non-job-specific task
proficiency
Written and oral
communication proficiency
Demonstration of effort
Maintenance of personal
discipline
Facilitation of peer and team
performance
Supervision/leadership
Management/administration

Campbell, McCloy, Oppler, & Sager (1993)

Task Performance

Contextual Performance

Borman & Mototwidlo (1993)
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Job Performance - Focus

Behavior (the I/O approach - e.g., Campbell et al, 1993)
– Job performance synonymous with behavior
– It is action, not the result of action
– Outcomes are not totally under the control of the individual and

should not be considered as part of his or her performance

Outcomes or Results (the Business Approach - e.g.,
Chingos, 1997)
– The results achieved by an individual or the team/unit in which the

individual works are an important indicator of that person’s
performance

– One can avoid the pitfalls through careful planning or over time
– Should be strongly considered in reward programs

• Compensation
• Promotion



D
-90

Job Performance - Object

Can do performance (Maximum
Job Performance)
– Is the individual capable of performing

what is required

Does do performance (Typical Job
Performance)
– Does the individual perform when

required

Sackett, Zedeck, & Fogli (1988)
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A Summary Model - Dimensions

Content
– Task performance
– Contextual performance

Focus
– Behavior
– Outcomes or results

Object
– Can do
– Does do
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A Summary Model - Graphic

Content

Foc
us

O
bj

ec
t

What type of performance measure is “best” depends on where
you are in this three dimensional space
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Part 2 - Ways of Measuring Job Performance
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Types of Performance Measures

Administrative or “objective” measures
Job Sample Tests
Job Knowledge Tests
Ratings
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“Objective” Measures of Job Performance

Absences
Attrition
Production Rates
Sales
Awards
Disciplinary Cases
Time in the job
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Some Sources of Error in Absence Data

Individual
– General health
– Work-induced fatigue
– Non-work induced fatigue
– Shift

Environmental
– Ambient flu, virus, etc.
– Atmospheric conditions

Organizational
– Supervisor accuracy

Administrative
– Accuracy of reporting mechanisms
– Reporting index

Landy & Farr (1983)
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Job Sample Tasks

Key aspects of the job (e.g.,
tasks) are identified and
tested under controlled
conditions
Can use actual equipment or
simulators
Very large face validity and
user acceptance
Very expensive to administer
and develop
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Reliability of Military Job Sample Tests

Green & Wigdor (1988)

Service Number of Median
Specialties Reliability

Air Force 8 0.75

Army 9 0.85

Marine Corps 4 0.87

Navy 2 0.81
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Job Knowledge Tests

Written of computer
administered test of an
individual’s knowledge of
the job
Reasonably inexpensive to
develop and administer
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Job Knowledge Test Summary Statistics (Project A)

Type of Knowledge Mean SD Reliability

Basic Task 65.2 12.4 0.80

Technical Task 65.5 13.8 0.70

Campbell & Zook (1990)
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Correlations between Job Sample and Knowledge Tests

Green & Wigdor (1988)

Service Specialty Correlation

Army Infantryman 0.44
Cannon crewman 0.41
Tank crewman 0.47
Radio teletype operator 0.56
Light wheel veh. / power gen. mech. 0.35
Motor transport operator 0.43
Administrative specialist 0.57
Medical specialist 0.46
Military police 0.37

Marine Corps Infantry assulatman 0.49
Infantry machinegunner 0.61
Infantry mortorman 0.55
Infantry rifleman 0.52
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Performance Ratings

By far the most human individual performance metric
Consumes most of the performance measurement literature
Can come from many sources
– Self
– Supervisors
– Peers
– Subordinates
– Customers
– 360 degree assessments
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Some Rating Reliability Data

Campbell & Zook (1991)

Dimension Peer Supervisor
Ratings Ratings

Technical kowledge/skill 0.25 0.39

Effort 0.24 0.37

Following regulations 0.25 0.38

Integrity 0.19 0.34

Leadership 0.25 0.38

Maintaining equipment 0.17 0.31

Military appearance 0.29 0.44

Physical fitness 0.33 0.48
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Potential Psychometric Problems with Ratings

Distributional errors
– Leniency/severity
– Restriction on range

Halo/horn errors
Other errors
– Similar-to-me
– First impression

Borman (1991)
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Potential Psychometric Problems with Ratings (2)

Distributional errors
– Leniency/severity
– Restriction on range

Halo/horn errors
Other errors
– Similar-to-me
– First impression

Intentional distortions
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The Project A Model and Performance Measures

Wise, Campbell, McHenry, & Hanser (1986)

Overall
Performance

Core
technical

proficiency

General
soldiering

proficiency

Effort and
peer

leadership

Personal
discipline

Physical
fitness  &
military
bearing

Work samples

Jon knowledge tests

Ratings of technical
proficiency

Ratings of
effort/leadership

Administrative
measures

Ratings of fitness and
bearing

Administrative
measures

Ratings of personal
discipline

Administrative
measures
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Part 3 - A Few Stories about Applications
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Some Incremental Validity Results

Keil, Oppler, Russell, Welsh (2000)

Auto & Shop Electronics Mechanical
Information Information Comprehension

Type of Performance Measure

LV-I: Job Knowledge: Technical 0.029 0.009 0.018
LV-I: Work Sample: Technical 0.075 0.057 0.054

LV-II: Job Knowledge: Technical 0.027 0.069 0.048
LV-II: Work Sample: Technical 0.027 0.008 0.017

ASVAB Technical Subtest
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Post-hire Performance Improvements

Training and instruction (.78)
Appraisal and feedback (.35)
Management by objectives (.12)
Goal setting (.75)
Financial compensation (.57)
Work redesign (.42)
Decision making techniques (.70)
Supervisory methods (.13)
Work rescheduling (.21)
Socio-technical interventions (.62)

Guzzo, Jette,  Katzell (1985)
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Modeling and Measuring
 Situation Awareness

Scott E. Graham, Ph. D.
Chief, ARI-Fort Benning
(706) 545-2362
GrahamS@benning.army.mil

SA technologies
Michael D. Matthews, Ph. D.
BS&L USMA
(845) 938-3696
lm620@usma.army.mil
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 Introduction
 The Infantry Battlefield Environment
 Infantry-Focused SA Model
 Team/Shared SA
 SA Measurement
 SA & Decision-making Training in a

    Virtual Environment
 Other SA Related Research

Briefing Organization

SA is fundamentally not about digitization or bandwidth, but
about how leaders and soldiers understand the complex
environment around them, and how they make good,
informed decisions to dominate that environment.

MODELING AND MEASURING SA
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Objectives

www.ari.army.mil

September 1998

•  Develop Infantry SA requirements
and performance measures
•   Establish dialogue between
warfighters and researchers
•  Identify TLS SA research issues

MODELING AND MEASURING SA
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A Definition of SA

Situation Awareness is the perception of the elements in the
environment within a volume of time and space, the comprehension
of their meaning, and the projection of their status in the near future.
                                                                                            (Endsley, 1988)

Preconceptions and Objectives

Situation Awareness
Perception

of Elements in
Current Situation

LEVEL 1

Comprehension
of Current
Situation
LEVEL 2

Projection
of Future
LEVEL 3 Decision Performance

of Actions

Ability
Experience

Training

Doctrine
Rules

Procedures

Workload

Environment

Feedback

MODELING AND MEASURING SA
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• Physical Dimensions

  - Creative, intelligent enemies
  - Special demands on junior leaders
  - Danger, fatigue, and stress

  - All terrain types including cities
  - Large areas of operation

• Human Dimensions

  - High volume, varied access, freely
     transferable
  - Potentially distracting/contradictory
  - Real time media coverage

• Information Aspects

The Infantry SA Environment

• Tactical
  - Dispersed formations/soldier isolation
  - Lethal point and area weapons
  - Rapid cycles of deciding and fighting

MODELING AND MEASURING SA
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 Warfighter
Dynamics and

SA

• Experience, including training, counts heavily
• Affected by cohesion, psychological factors
• Uncertainty cannot be wholly dispelled
• Receptivity to new information and need to focus
     must be balanced
• SA skills inseparable from sound tactical leadership
• Fast comprehension can be taught; may be an
     identifiable aptitude

Training must incorporate realistic SA conditions

MODELING AND MEASURING SA
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Infantry-Focused SA Model

   Situation Awareness Actions
Perception   Comprehension  Projection

Activates
Goals

• Expectations
• Goals &   

    Objectives

Decision
Making

Shelter/Protection
Visibility

Obstacles
Terrain
Weather

D
is

tr
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Fo
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nt

io
n

SA Devices

ExternalExternal
WorldWorld

Enemy Location/Actions/Status 
Friendly Location/Actions/Status
Civilian Location/Actions/Status
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El
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Own Actions

Actions of Other Friendlies

Enemy Actions/Subterfuge

& Misinformation

Cha
lle

ng
es

C
ha
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ng

es

C
ha

lle
ng

es

• Perceptual Constraints
• Stressors

• Tempo/ Time Pressure
• Fatigue
• Noise
• Stress/Anxiety
• Uncertainty/Confusion
• Physical & Mental Condition 

• Overload/Underload 
• System Design/Complexity

Task & Task & 
Environmental Environmental 

FactorsFactors

Learned 
Actions

Mental Models
Knowledge Bases

Individual FactorsIndividual Factors

Skills

• Communications
• Team Processes
• Scan Patterns
• System Operations

• Attention
• Memory
• Perceptual
• Cognitive
• Spatial

Motivation
Attitudes

Abilities &
Limitations

Determines

Selects

Cognitive Coping Mechanisms

• Pattern Matching
    to Mental Models
• Goal Driven Processing
• Automaticity Personnel

Selection &
Assignment

Experience & Training

Mission
Planning &
Preparation

Mission

Doctrine
Tactics

Techniques
Procedures



D
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New Technologies:

Skills:
- Communications and
   team processes
- Attention allocation and
   scan patterns
- Meta-cognitive skills

- Spatial
- Attention
- Memory
- Perceptual
- Cognitive
- Aptitudes • Attention sharing

• Contingency planning
• Projection

 Leverage Points for Enhancing SA

Selection
and

Assignment

Abilities:

Mission
Planning

and
Preparation

Knowledge:
- Mental models

- Goals
- Preconceptions
  and objectives

Training
and

Experience

Information
Technologies

• Schema
• Critical cues - More rapid update in

   dynamic changes
- Support of SA within/
   between teams and
   echelons
- Support information
  presentation alternatives

• Locate targets
• Navigation
• Night activities

MODELING AND MEASURING SA
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Mental 
Model

SHARED MENTAL
MODELS

Mental 
Model

Mental 
Model

A B

SASASASA

DataDataData

Individual SA vs. Team/Shared SA
Mental ModelsMental ModelsMental Models
GoalsGoalsGoals

Displays
Environment

Displays
Environment

Displays
Environment

Individual SA
Mechanisms

Team SA
Mechanisms

 Shared SA Requirements
 Shared SA Sources
 Shared SA Mechanisms
 Shared SA Processes

MODELING AND MEASURING SA
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Team SA Processes

• SA blackhole

• Don’t share pertinent
  information

• Failure to prioritize

• Over reliance on
  expectations

- One member misleads others

- Group norm

- Members go in own directions
- Lose track of main goal

- Unprepared to deal with
   false expectations

Ineffective
• Self-checking

• Coordinating

• Prioritizing

• Questioning

- Check against others at
   each step

- Get information from
   each other

- Set-up contingencies
  (Shared mental model)

- As a group

Effective

MODELING AND MEASURING SA
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Need for SA Measurement
 Enhancing SA in military operations
• What are the critical skills/abilities that lead to
  high SA?
• What factors hinder SA the most?
• How do soldiers maintain SA under harsh
  operational conditions?
• What strategies lead to high SA?
• How does SA develop within and between
  teams?

 Evaluation of system designs
• Do new technologies actually improve SA?
• Which aspects of SA are hurt by technology?

 Evaluation of training programs
• How effective are new training techniques?

MODELING AND MEASURING SA
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Issues for SA
Measurement

 Process versus state
 SA - Decision-making -

Performance disconnect
 Attention
 Workload
 Operational constraints

• Dynamic priorities
• Pace of operations
• Distributed teams

 Virtual Environments

 Validity/Reliability

MODELING AND MEASURING SA
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Measurement Approaches

Situation
Awareness Decisions

Process Indices
• Eye Movements
• Information Acquisition
• Communications and
   verbalizations

State of Knowledge
• Questionnaires

Behaviors
•Actions
•Verbalizations

Tactical
Performance

•Kills/losses/hits

•Strategies & Tactics
•Rules  & Doctrine
•Training
•Personality Factors

•Strategies
•Skills
•Knowledge
•Abilities

•Technical  Capabilities
•Enemy Capabilities
•Force Ratio
•Environment

Moderating
Factors:

Assessment
Processes

SY
ST

EM
 IN

TE
R

FA
C

E/
EN

VI
R

O
N

M
EN

T

Performance

INFERRED DIRECT INFERRED

- Post-test
- On-line probes
- SAGAT

• Subjective Measures

MODELING AND MEASURING SA
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Example: GPS

• Time to reach X
• Route adherence
• Speed
• Exposure to enemy
• Dispersion level
• Mission performance
• Recovery from loss
of system

Performance

• Time to act
on information

Decisions

• Do you know
where you are?
• Bearing to next
point?
• Where are your
buddies?
• Where are your
enemies?
• Terrain knowledge
• Confidence in
information

• Time in viewing
information
• Moving versus
stationary
• What information
was used

Assessment
Processes

SY
ST

EM
 IN

TE
R

FA
C

E/
EN

VI
R

O
N

M
EN

T

Situation
Awareness

MODELING AND MEASURING SA
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SA Measurement and Decision-Making
Training in a Virtual Environment

Objectives

•  Assess capabilities of Squad
Synthetic Environment (SSE) as a
decision skills trainer
•  Develop and validate platoon
leader SA measures

Data Collection
July 2000

Fort Benning

MODELING AND MEASURING SA
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SA Measures Development

 SA Requirements Analysis
Complementary Measures

 SAGAT - Freeze Frame
 SA Behaviorally Anchored

   Rating Scales (SABARS)
  Subjective Ratings

SABARS

•  Solicits info from squad leader
•  Asks for pertinent intel info
•  Uses assets to effectively
   assess environment

Five point scale
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Experimental Method

Scenarios

1. SASO-Civil disturbance (Pre-test)
2. Company assault (Coaching/SA)
3. Defend town (Coaching/SA)
4. Downed helicopter (Post-test)

  14 platoon leaders
     (experienced, inexperienced)

  One per day
  All others confederates
  Mission brief, planning, orders to

    subordinates, execution, AAR
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AS OF 20 APR 2000

PLT LDR
Receives
OPORD.

Initial assaults went well.  PLT is
currently in BLDG L ready to assault
BLDG A.  PLT LDR is at vantage
point on 3d floor of BLDG L.
Scenario begins w/LT ordering a
SQD to conduct breach of BLDG A.

Initial breach element
assaults. 3 of 4 soldiers KIA
in street by machine gun
inP2 (3d PLT OBJ).  Last
man makes it back to BLDG
L wounded.

Unit is A CO 1/11 INF
1st PLT Assaults from BLDG I to E
2d PLT Assaults from BLDG L  to A
3d PLT Assaults from BLDG C to P2
Cannot use explosives w/o permission of
CDR.
Ea PLT: 3 rifle SQDs & 1 WPNs SQD
1st SQD LDR w/PLT <20 days
No other attachments
Heavy enemy presence
No heavy threat
Civilian population overall friendly
CDR informs LT of vantage point on3d
floor, south side of BLDG L.

1. CDR asks for SITREP.
2. CDR again asks for SITREP.
3. CDR repeats order.

1. Reports to CDR.
2. Request smoke mission.
3. Coordinate w/1st and 3d PLTs
for suppression
4. Obtain status of WIA

CDR guidance

COMPUTER CUE: Show 4
soldiers running from L, out into
the street.  3 die. 1 moves back
to BLDG L.  Play machine gun
audio simultaneously.  Note
effectiveness

PSG reports WIA
gut shot.  Doesn’t
think WIA  will
make it. Requests
MEDEVACCDR calls.  1st & 3d

PLTs will suppress
when 2d PLT begins
its firing.

CDR states
mortars not
available at this
time.  No smoke
grenades are
available.

1g. Completes
all tasks.

Fails or
hesitates

to act

Takes Action

1a. PLT LDR
fails to report
to CDR

CDR requests
STREP. Points out
that this situation

requires strict
reporting

procedures.

1b. Calls CDR
requesting

smoke mission.

1c. Attempts to call
1st and 3d PLTs to

coordinate for
suppression.

If PLT LDR does not observe
action, PSG will call and make
the report.

CDR states commo is
major problem.  He will
relay messages
between PLTs. Wait
out.

1d. Fails to call
1st and 3d PLTs
to coordinate for

suppression.

FREEZE
FRAME

CDR
guidance

1e. Status
of WIA.

PSG reports
WIA slightly
wounded.
MEDEVAC
not required.

Contacts PSG
or SQD LDR to
get WIA status.

Calls CDR for
MEDEVAC

Fails to get
status of WIA.

1f. Successfully
completes task
not anticipated.

FREEZE FRAME

Legend
PLT LDR
Correct Actions

Scenario 
Events

PLT LDR
Non-Action

CDR
Guidance

 Decision Point 

PLT
LDR

ACTION
1

Scenario B - Company Assault
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Preliminary Analyses

"I learned more about decision making in my day here than in all of IOBC
[Infantry Officer Basic Course].”

"I was challenged by actual insertion in the virtual simulation vice
"observing" JANUS. I was required to perform."

"It gives leaders the opportunity to learn without jerking soldiers around.  By
the time leaders step in front of soldiers they will have some experience."

"Seeing the results of decisions I made greatly illustrates the effects/chaos
of poor decisions or no decisions at all"

  Decision-making performance will be
    compared to objective/subjective SA

  12 of 14 platoon leaders said VE
     training improved their decision skills

  Comments were encouraging
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Other SA Related Research

MOUT ACTD SA/Communications
Experiments

Smart Sensor Web

Decision Skills Training for MOUT

Enhancing SA in Military
Operations

Assessing Decision Making Skills
in Virtual Environments
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Measuring Performance in Distance Learning
Environments

Robert A. Wisher
U.S. Army Research Institute

wisher@ari.army.mil

6 September 2000
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Distance Learning

“… planned learning that normally occurs in a different
place from teaching and as a result requires

special techniques for course design,
special instructional techniques,
special methods of communication

by electronic and other technology, as well as special
organizational and administrative arrangements.”
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Sample of Distance Learning Delivery Media
PRINT   Delivered through mail, facsimile, or downloaded from the Internet

Correspondence study Training Manuals Study Guides

AUDIO   Delivered over cassette players, personal computer, telephone, radio, or the Internet

Audio cassettes Compact disc Voice mail
Audio conferencing Radio broadcast
Audio teletraining Streaming audio

VIDEO   Delivered over videocassette players, personal computer, satellite, microwave,
fiber optic, cable, telephone, or the Internet

One-way video, 2-way audio CD-ROM Streaming video
Two-way video, 2-way audio DVD Videocassette

COMPUTER-MEDIATED CONFERENCING – Delivered through computer networks

Application sharing Bulletin board E-mail
Audiographics Chat Room White Board

COMPUTER-BASED TRAINING – Stand-alone (non-networked) training applications;
audio and video as above.

Intelligent tutoring systems Embedded training Electronic page turners
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DISTANCE LEARNING?
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Distance Learning Plans & Initiatives

•  TRADOC transforming 525 courses through 2010

•  ARNG has Distributed Training Technology Project

•  USARC has Distance Learning Futures Group

•  750 DL facilities are planned throughout the Army,
covering 95% of active and reserve components

•  OSD has Advanced Distributed Learning initiative

•  Secretary of the Army initiative “rocks distance education”
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Interpretation of Research

•  Many examples of DL being “successful”

•  Caution needs to be taken in interpreting results

•  “Does this finding really apply to us?”
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Previous Research on DL

•  Review of DL Evaluations

•  Focus on Training

•  Assessment of the Evaluations
-  Objective learning measure
-  Comparison group

•  Interpretability of Results
-  Experimental design
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Examples of Evaluation Design

simplicity
validity

X    O

XA   O
XB   O

X    O
       O

XA   O
XB   O
       O

X     O1  O2

O1     X     O2

O1    X     O2
O1            O2

O1     X     O2  O3
O1            O2  O3

Key:             

X  = distance learning group

O = outcome measure

The designs approach
the “ideal” as you move

down the pyramid.

    (15%)

     (10%)

       (5%)

         (10%)

          (10%)

             (15%)

              (20%)

                (15%)
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DL Literature
 Evaluation? …………………  

 No     Yes - 21%
   (79%)

 Focus? ……………………….Education       Training - 13%
                             (87%)  

 Learning measure? …..…  Not objective      Objective - 36%
                (64%)

 Comparison group? …………………………    No           Yes - 45%
       (55%) 

 Experimental design? ………………………….Not well         Well
         designed        designed
              (50%)           - 50%
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DL Literature & Training Effectiveness

Evaluation  Training     Learning  Comparison Experimental
focus     measure      group      design

      .21      x      .13      x     .36        x       .45         x       .50

That is, approximately 2 out of every 1,000 reports!

= .00221
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Quality of Reporting
Key DL Constructs

Course Instructional Method of
Design Techniques Communication

Fully
Described

Partly
Described

Not reported
or inferred

30%

30%

40%

30%

45%

25%

50%

50%

 --
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When DL Is Effective:

•  We often do not know why
-  Was it the course conversion?
-  Was it the instructional techniques?
-  Was it the method of communication?

•  More complete descriptions are needed

•  Important for meta-analytic techniques
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Threats to the Internal Validity of DL
Evaluations

•  Maturation - changes in performance measures due
   to loss of interest or more fatigued over time

•  Mortality - students with less motivation, ability, or time
   may drop out but their pretest scores remain in analysis

•  History - change in performance measures due to
   another specific event other than the DL treatment
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Measuring Outcomes

Level I - Reactions

Level II - Learning

 Level III - Behavior

Level IV - Results

Ease of
Measurement

Improving
Quality
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Distance Learning and Performance

•  Underlying assumption that DL is as effective as
conventional classroom, if not better

•  “No significant difference effect” (Russell, 1999)

•   Performance assessment in DL
-  Hands-on testing on specific tasks (Go-No Go)
-  Rating of quality of student products (e.g., plan)
-  Written knowledge test
-  Job performance months later
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Audio Teletraining - Hands on Testing
•  Applied to Unit Clerk Course at PEC, Army National Guard
•  Three week course; 47 tasks - 16 with performance measure

Audioteletraining Group      Residence Group Statistical test
Sample n = 118 n = 107
Diagnostic 9.2%  Go 10.6%  Go not significant
1st time Go 93% 85% p<.01
Grad rate 100% 100% not significant

•  Cost avoidance for distance learning group
-  Net savings per student = $1,044
-  Projected savings per FY = $292,000
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Virtual Sandtable - Quality of student product

• Intelligent Tutoring System for use in CCC - MLRS

• Compare effectiveness of the Virtual Sand Table to the
Conventional Sandtable for training cognitive skills for
RSOP

• Key learning outcome for the evaluation:
-  Performance on AAR
-  Conventional Sand Table (n=209)
-  Virtual Sand Table (n=112)

• Demonstration in distance learning setting
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Measuring Performance - AAR

Score = 6 Score = 10

Example 1:   Example 2:
On a scale from 1 - 10
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N
or

m
al

iz
ed

 s
ca

le

2  4   6     8     10

Conventional ST
group performance

(mean = 8.2)

VST
simulated group 

performance
(mean = 9.1) 

AAR score

Learning Outcome - comparison
Statistically significant difference  p < .001
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Comments from soldiers
Q: Was your understanding of RSOP procedures enhanced by using

the MLRS Virtual Sand Table?
A:  Yes, the MLRS was a great culminating exercise that brought a better
understanding of RSOP and battle field space.
A:  Yes. Need at least one more exercise to make it better.

Q: Can you describe your reaction to the MLRS Virtual Sand Table
exercise you just completed?
A:  Good-allows / validates what a leader should know, good confidence
builder.
A: I think it is good for people like myself with little or no MLRS
knowledge.  The only negative is that complex simulations tend to give
people a false sense of security and it does not teach LT’s how to make a
real sand table which they may have to do in their unit.
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Seattle, WA
Ft McCoy, WI

Camp Dodge, IA Devens RFTA, MA

Burlington, VT

Ft Belvior, VA

Camp Bullis, TX

Oklahoma City, OK

Atlanta, GA
T120 server 
& phone bridge

Information Operations - Written test



D
-151

•  Delivery: PowerPoint slides accompanied by voice
-  Over the Internet using T.120 data conferencing
-  Audiobridge for voice (800 number)

•  Information operations training: 4 day course
- Treatment group: n=110, 7 sites
- Comparison group: n=108, traditional classroom

•  Instructor video:  manipulated, on or off

Internet-based Audiographics
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Evaluation of Audiographics

•  Overall performance: equivalent between groups

• Experiment with instructor video
-  Turned off for certain modules at some sites
-  Satisfaction with “ability to learn” without

viewing instructor

•  Measures of
-  Satisfaction with instructor video
-  Written test
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Effect of Instructor Video on Training Outcomes

Outcome Video On Video Off t-test

Satisfaction Rating  3.7  3.3 p<.001

Written Test  87%  87% ns

Although students prefer the visual presence of the instructor,
it has no bearing on learning outcome.
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Battle Staff NCO - Job Performance

• FY2000 study sponsored by TRADOC and USASMA

• Known:  End of course completion rates and test scores
  comparable between DL (VTT) and traditional classroom 

• Issue:  Do graduates of the DL version of the Battle Staff 
  NCO course perform as well on the job as graduates 
  of the traditional course?

•  Study in progress; completion October 2000
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Evaluation Method

• Develop rating scales of performance on key tasks
-  Assist in the military decision making process
-  Prepare combat orders or annexes
-  Prepare or construct graphics or overlays
-  Understands IPB
-  Assists in planning of military operations
-  Assists in the planning and execution of CS & CSS
-  Manages record keeping
-  Prepares and conducts military briefings

• Measure job performance 6 to 9 months after graduation
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Example of Performance Measure

Task: Prepare or construct Graphics or Overlays

• Is not able to keep
situation map current.

• Does not have adequate
knowledge of military
symbols and graphics.

•  Can update situation
map.

•  Can interpret most
military symbols and
graphics.

•  Very effectively uses
graphics and overlays
to convey operations
orders.

• Thoroughly understands
and can accurately
produce military symbols
and graphics.

1 2 3 4 5 6 7
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Some Lessons Learned - Hands on Performance

•  Video Teletraining: MOS 93C - Air Traffic Control

•  11-month VTT versus 11-week residence

•  Erroneous assumption of DL capability
-  Acquisition of knowledge was equivalent
-  Development of skills was inadequate

Tower Lab Radar Lab
Comparison Group 90% 85%
VTT Group 58% 14%
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Soldier-centric Training in Future DL
•  Learner-centered rather than classroom based

•  Diagnostic driven and self paced

•  Collaborative learning environments

•  Performance on discourse output
-  Chat rooms
-  Threaded discussions

•  Measuring discourse
-  Lexical semantic analysis (LSA)
-  Automated grading (PEG)
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DL Research Does Not:

•  Adequately explain why the drop-out rates of distance
learners are higher

• Take into consideration how the different learning styles
of students relate to the use of particular technologies

•  Adequately address the effectiveness of digital
“libraries”

•  The research focuses mostly on the impact of single
technologies rather than on the interaction of multiple
technologies.
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Summary Points

•  Distance learning is  a rapidly growing and quickly
changing field

•  Don’t believe all the hype

•  Imitation of the classroom does not improve learning

•  Principles of learning matter (as expected)

•  What is the soldier’s motivation to participate?
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Army Research Institute - TRADOC
Performance Measurement Workshop

6 Sept 00

The Adaptive Thinking ProcessThe Adaptive Thinking Process
Dr. Karol G. Ross
US Army Research Lab

Dr. Jim Lussier
US Army Research Institute
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Adaptive Thinking

AE6 Definition - Decision making during execution

“How to Think” vs”What to Think”

Thinking that supports:
Applying knowledge to  particular situation
to make adjustments in the context of a plan

during a performance
in a domain of expertise.
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Training Methodology
Case- based

Performance oriented
Theme-based coaching

Probes facilitate observation & measurement
Repetitive performance - varying conditions

Aimed at ingraining expert habits

Adaptive Thinking Training Methodology

ARL
Modern Educational Theories

Constructivism
Cognitive Flexibility
Situated Learning

Coaching Principles

ARI
Application of established principles

Learning Theory
Deliberate Practice

Sports Coaching Methods
Soviet Chess Training
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Deliberately
Train Expert
Patterns of
Battlefield
Thinking

•Model a thinking enemy.
•Keep a focus on mission accomplishment and
higher commander's intent.
•Exhibit visualizations that are dynamic and
proactive.
•Show rich contingency thinking and flexible
planning.
•Consider how your fight fits into the bigger
picture from friendly and enemy perspectives.
•Consider all elements/systems available to you
and your enemy and their interactions.
• Include considerations of timing.
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Deliberate Practice
Activities Specifically
Designed to Improve

Performance
Individuals who rise to world-

class levels customarily engage
in large amounts of deliberate
practice for at least a decade.
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Deliberate
Practice

Activities Specifically
Designed to Improve

Performance
   Identify desired elements of expert form.

 Coach notes discrepancies from expert form.

  Learner performs while attending to element.

 Behavior is repeated until habitual.

 Performance without attending to element.
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Characteristics
of Deliberate

Practice
• Stop and restart
• Emphasis on the
difficult
• Emphasis on
 weaknesses

• Repetition
• Focused 
feedback
• Immediacy 
of performance

• Conscious focus
• Work vs. play
• Active coaching
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This Is Not Deliberate Practice.

Bde Cdr coming
for scheduled brief.

Co Cdr needs
a decision
now.

40 hours
without sleep

Chiggers at
work here

Radio reporting
enemy activity

Sgt says fuel is
almost gone.
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Nor is this.
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Domain-Specific
Situations

Mentoring
&Feedback

Performance
Requirement

Measurement
& Scoring

Steps in Battlefield
Thinking Exercises
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ApplicationApplication

Battlefield
functional area

discussions with
mentors or Planning

in traditional staff
group

Battlefield
functional area

discussions with
mentors or Planning

in traditional staff
group

B
R
E
A
K

B
R
E
A
K

 Classroom
Simulation

Practice with
mentors or no

mentors

 Classroom
Simulation

Practice with
mentors or no

mentors

**

**

* Pre- and Post
Measures Form B
* Pre- and Post

Measures Form B

Exercise 
in Staff
Groups

Exercise 
in Staff
Groups

****

* Pre- and Post
Measures Form A
* Pre- and Post

Measures Form A
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Begins to
anticipate
question

Novice

Receives
reports of

enemy
activity

Focused on
own unit
activity

Questioned
 about enemy

intent

Formulates
enemy intent

model

Broadens
focus of
thought.

Build Expert
Thought Habits
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Barstow
MTC

Desert 
StormSASO

Kansas 
OffensePassage 

of Lines

Interior
Lines

All
SystemsDynamic

Proactive

Big
PictureMission

ContingencyThinking 
Enemy

Timing

Kansas 
Defense
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Collective Performance Measurement Right-Sized
Performance

Measurement for
Net Centric

Organizations

Interoperability

Supportability

Mobility

C4ISR

Deployability

Survivability

Outcome 
Measures

Did we kill more
 than we lost?

Network Centric
Process Measures

A2C2 Effectiveness
Combined Arms
Synchronization

Lethality

Command/Staff
Qualities

How well did
the staff coordinate?

System
Operations

How often were
 PIRs updated?
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EVALUATION OF SIMITAR
(Simulation in Training for Advanced Readiness)

John Metzko
John Morrison

September 2000
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INTRODUCTION

GUNNERY

MANEUVER

BATTLE STAFF SYNCHRONIZATION

COMBAT SERVICE SUPPORT

CONCLUSIONS
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BACKGROUND

• IRAQ INVADES KUWAIT

• RESERVE CALL-UP—3 ROUNDOUT ARNG BRIGADES

• POST-MOBILIZATION TRAINING

• TRAINING DEFICIENCIES—ROUNDOUTS NOT DEPLOYED

• CONGRESS ACTS—ADVANCED TECHNOLOGY TRAINING
PROGRAM
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SIMITAR INTERVENTIONS

1. AFIST Abrams Full-Crew Interactive  Simula tion Tra iner
2. ARSI Advanced Research Projects  Agency Reconfigurable  S imulator Initia tive
3. ATAFS Automated Tra ining Analys is  and Feedback Sys tem
4. BFVS Gunner Cours e Bradley Fighting Vehicle  System Gunner’s  Course
5. BSTS Battle  Sta ff Tra ining Sys tem
6. COFT Conduct of Fire  Tra iner
7. Compres s ed Gunnery Time-Compressed, Technology-Based Tank Gunnery Tra ining Stra tegy
8. CSS ICW Combat Service  Support Inte ractive Courseware
9. D-FIRST Deployable  Force-on-Force Ins trumented Range System
10. DSTATS Digita l Sys tems Test and Tra ining Simula tor
11. EST Engagement Skills  Tra iner
12. FIST-B Full-Crew Interactive  Simula tion Tra iner-Bradley
13. GFIST II Guard Unit Armory Device Full-Crew Interactive Simula tor, Fie ld Artille ry
14. Janus Battle  Sta ff Tra iner
15. Mobile  SIMNET Mobile  S imula tion Networking
16. PENCIL Pen-Based Electronic Network for Command Information Linking
17. Pile -On Training Multi-Echelon Tra ining in Severa l Simula tors  in a  S ingle  Drill Weekend
18. RCVTP Reserve  Component Virtua l Tra ining Program
19. S-2 Trainer Inte lligence  Staff Officer Tra iner
20. SIMBART Simula tion-Based Mounted Brigade Tra ining Program
21. SIMUTA Simula tion-Based Multiechelon Tra ining Program for Armor Units
22. SLT Staff Linkage  Tra iner
23. Tank Commander Cours e Abrams Tank Commander’s  Course
24. Tank Gunner Cours e Abrams Tank Gunner’s  Course
25. Triage Voice-Operated Medica l Triage  Tra iner
26. VMAT Virtua l Reality Maintenance Tra iner
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• SIMITAR TRAINING PROGRAMS
– Gunnery
– Maneuver
– Battle staff
– Combat service support

• TEST BRIGADES
– 48th Mech Infantry (GA)
– 116th Armored Cav (ID)

• IDA TASK SPONSORED BY DARPA:  Evaluate effectiveness of
SIMITAR technology to improve performance of ARNG brigades
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HEAVY ENHANCED BRIGADES (HEBs)

48th IN (GA)

116th AR CAV (ID)

30th IN (NC)

81st IN (WA)

155th AR (MS)

218th IN (SC)

256th IN (LA)

278th AR CAV REGT (TN)
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TRAINING ENVIRONMENT

• 39 DAYS PER YEAR

• 15%-30% ANNUAL TURNOVER

• MANNING LEVEL BELOW AUTHORIZED STRENGTH

• TRAINING DISTRACTERS:  25%-50% OF INACTIVE DUTY
TRAINING TIME

• GEOGRAPHIC DISPERSION—LONG TRAVEL TIME

• FIELD TRAINING SITES
– Crowded
– Limited maneuver space and gunnery ranges

• IN LESS THAN ONE QUARTER, ACTIVE ARMY UNITS GET THE
TRAINING OPPORTUNITIES THAT ARNG UNITS GET IN ONE
YEAR
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EVALUATION OPPORTUNITIES

• HOME STATION

• ANNUAL TRAINING

• NATIONAL TRAINING CENTER (NTC)
– 48th Brigade 1996
– 116th Brigade 1998
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METHODOLOGY

• TRAINING ACCOMPLISHMENT (EFFORT)
– Gunnery tables—live fire
– Gunnery simulation—tables, hours per crew
– Maneuver—unit level (plt, co, bn/team) in the field
– Maneuver simulation—hours per crew
– Battle staff synchronization exercises

• TRAINING PERFORMANCE (RESULTS)
– SIMITAR involves training numerous tasks
– Evaluate SIMITAR by measuring performance of these tasks in the

field at NTC and AT venues

• USER ACCEPTANCE AND ADOPTION BY ACTIVE ARMY
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FIELD EVALUATION

• FULL-TIME SOLDIERS

• OBSERVER-CONTROLLER-TRAINER JUDGMENT

• 3-POINT SCALE:  T, P, U
– T (Trained)
– P (Needs Practice)
– U (Untrained)
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SCORING METHODS

Linear: T = 2, P = 1, U = 0 values assigned to ratings by 
observer-controllers (OCs)

Non-linear: OC ratings are ordinal, T > P > U



D
-186

BASELINES

• COMPARE SIMITAR TRAINING ACCOMPLISHMENT TO NON-
SIMITAR UNIT ACCOMPLISHMENT

• COMPARE SIMITAR TRAINING PERFORMANCE TO NON-SIMITAR
UNIT PERFORMANCE

• NON-SIMITAR HEAVY ENHANCED BRIGADES

30 IN (NC) 218 IN (SC)

81 IN (WA) 256 IN (LA)

155 AR (MS) 278 AR (TN)

• COMPARE PERFORMANCE OF SIMITAR-TRAINED TASKS WITH
PERFORMANCE OF TASKS NOT TRAINED BY SIMITAR
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PERFORMANCE DATA SOURCES

PROGRAM SIMULATORS
DATA SOURCE FOR

EVALUATION

Gunnery AFIST
COFT

ARI Databas e

Maneuver SIMNET
ARSI
Janus

AT, NTC

Battle  S taff Synchronization Janus NTC

Combat Service  Support CSS ICW
SLT

Triage
VMAT

NTC
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FACTORS THAT POTENTIALLY AFFECT TASK
PERFORMANCE IN THE FIELD

• HOURS OF SIMULATION TRAINING

• OTHER RELATED TRAINING

• PERSONNEL—INTELLIGENCE, EDUCATION, EXPERIENCE,
PHYSICAL FITNESS

• LEADERSHIP, UNIT STABILITY, COHESION

• SITE, TIME, WEATHER

• OBSERVER-CONTROLLER-TRAINERS
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COMPARISON OF NTC 98 AND NTC 96
PERFORMANCES

• PERFORMANCE DIFFERENCES CAN BE ATTRIBUTED TO A
SINGLE INDEPENDENT VARIABLE, AMOUNT OF SIMITAR
TRAINING

• 10-TO-1 DIFFERENCE IN PRE-NTC SIMITAR TRAINING TME
CLEARLY DIFFERENTIATES THE TWO BRIGADES
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LIMITATION

• EVIDENCE OF A CORRELATION BETWEEN SIMITAR TRAINING
AND TASK PERFORMANCE

• NO PROOF OF A CAUSE-AND-EFFECT RELATIONSHIP
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COMBAT SERVICE SUPPORT

CONCLUSIONS
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TANK TABLE VIII QUALIFICATION OF ARNG
HEAVY eSB TANK CREWSa

P (Q1)b P (Q1 + Q2)c
HEAVY

ENHANCED
BRIGADE

Pre-SIMITAR Years
1993, 94

SIMITAR Years
1995, 96, 97

Pre-SIMITAR Years
1993, 94

SIMITAR Years
1995, 96, 97

116thd 44 27 70 73

155th 41 68 71 95

Others 85 28 95 58

a Source:  ARI s tudy of ARNG tank gunnery training (Ref. 10).

b P(Q1) = percentage  of tank crews  achieving firs t-run qualification.

c P(Q1 + Q2) = percentage of tank crews  achieving firs t-run or s econd-run qualification.

d Only heavy eSB to conduct platoon qualification (TT XII), which it did during annual training every
SIMITAR year.  No other heavy eSB attempted TT XII qualification.
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FY97 GUNNERY SIMULATION TRAINING HOURS

Brigade 116th (AFIST) 155th (COFT)

Battalion 2-116 3-116 1-163 1-198 2-198 1-155

Hours 6 16 10 30 30 27
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PERCENTAGE OF FIRST-RUN QUALIFICATION, P(Q1), AND
FIRST-RUN AND SECOND-RUN QUALIFICATION,

P(Q1) + P(Q2), OF 116TH BDE TANK CREWS

Years P(Q1) P(Q1) + P(Q2)

1993-9 4 44 70

1995-9 7 27 73

1998 33 61

1999 46 83
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MEASURING TASK PERFORMANCE AT
ANNUAL TRAINING

• TASKS FROM HEAVY ENHANCED BRIGADE TRAINING STRATEGY
– Tank Platoon
– Mechanized Infantry Platoon and Squad
– Mortar Platoon
– Scout Platoon
– Artillery/FIST
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NUMBER AND PERCENT OF TANK AND BFV PLATOON
TASKS TRAINABLE BY SIMITAR INTERVENTIONS

Tank
Platoon

BFV
Platoon

Intervention Numbers  of Tas ks Totals
AFIST 6 (11%) 0 (0%) 6 (5%)
ARSI 31 (55%) 47 (77%) 78 (67%)
ATAFS 5 (9%) 0 (0%) 5 (4%)
BG Cours e 0 (0%) 17 (28%) 17 (15%)
COFT 2 (4%) 11 (18%) 13 (11%)
CSS ICW 0 (0%) 0 (0%) 0 (0%)
D-FIRST 45 (80%) 45 (74%) 90 (77%)
DSTATS 0 (0%) 0 (0%) 0 (0%)
EST 0 (0%) 15 (25%) 15 (13%)
FIST-Ba 0 (0%) 38 (62%) 38 (32%)
GF II 0 (0%) 2 (3%) 2 (2%)
P-Janus b 43 (77%) 44 (72%) 87 (74%)
SIMNET (A)c 19 (34%) 0 (0%) 19 (16%)
SIMNET (B)d 0 (0%) 22 (36%) 22 (19%)
SLT 0 (0%) 0 (0%) 0 (0%)
TC COURSE 0 (0%) 0 (0%) 0 (0%)
TG COURSE 0 (0%) 0 (0%) 0 (0%)
TRIAGE 1 (2%) 0 (0%) 1 (1%)
VMAT 2 (4%) 1 (2%) 3 (3%)
Any Interventione 53 (95%) 59 (97%) 112 (96%)
Total 56 61 117

a FIST-Bradley
b Pla toon-Janus
c SIMNET (Abrams)
d SIMNET (Bradley)
e Las t row indica tes  number and pe rcent of ta sks  tha t a re  tra inable  by one  or

more  inte rventions .
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TASK PERFORMANCE IN THE FIELD AS A
FUNCTION OF SIMNET TRAINING

0 4 8 12 16

1

2

TA
SK

PE
R

FO
R

M
A

N
C

E

SIMNET HOURS
PER CREW
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PERFORMANCE OF TANK AND BFV PLATOONS
FROM HEAVY eSBsa AT ANNUAL TRAINING

No. of Rated
Tas ks c

Statis tically
Significant?g

Type of
Platoon

Trained on
SIMNET?b Mean

Standard
Deviation

Number of
Obs erva-

tions
P(T) d P(T or P ) e

M f
(SD) Linear

Non-
linear

Yes 7.22 5.40 528 23 85
1.08

(0.61)Tank

No 9.41 8.18 677 17 75
0.92

(0.65)

Yes Yes

Yes 6.37 4.19 395 27 87
1.14

(0.62)BFV

No 7.85 5.69 487 23 82
1.05

(0.64)

Yes Yes

a Includes  116th Ar Cav Bde at AT97 and 30th Mech In Bde, 155th Ar Bde, 218th Mech In Bde, 256th Mech In Bde, and 278th
Ar Cav Regt at AT98; exc ludes  platoons  from the  81s t Mech In Bde.

b Trained on SIMNET(A), SIMNET(B) or o ther maneuver s imulator— ARSI, CCTT, P-Janus

c Number of tas ks  obs erved and rated by OCs  per platoon.

d Percent o f tas ks  rated T.

e Percent o f tas ks  rated T or P.

f Mean and (s tandard deviation) o f rating  where  T = 2, P = 1, U = 0.

g Difference  is  s ignificant if probability < .05 (two-tailed te s t) in linear and nonlinear reg res s ions  that the  res ult would occur
by chance .
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BOSs, CCFs, and TASKS

BOS CCF
No. of
Tas ks

Inte lligence 2 Collect Information
3 Process  Information
4 Dissemina te  Information

5
3
4

Subtota l 12
Maneuver 5 Conduct Tactica l Movement

6 Engage  Enemy with Direct Fire  and Maneuver
103

69
Subtota l 172

Fire  Support 7 Employ Morta rs
15 Coordina te , Synchronize , and Integra te  Fire  Support

57
33

Subtota l 90
Air Defense 16 Take  Active  Air Defense  Measures 33

Subtota l 33
C2 18 Plan for Combat Opera tions

19 Direct and Lead Unit During Prepara tion
20 Direct and Lead Unit in Execution

13
5
6

Subtota l 24
Mobility and Survivability 21 Overcome Obs tacles

27 Provide  Decontamina tion
88
61

Subtota l 149
CSS 29 Conduct Supply Opera tions 38

Subtota l 38

7 BOSs 14 CCFs 518 Tasks
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39 CRITICAL COMBAT FUNCTIONS IN 7
BATTLEFIELD OPERATING SYSTEMS

INTELLIGENCE (19) Direct and Lead Unit During Prepara tion
(1) Conduct Inte lligence  P lanning (20) Direct and Lead Unit in Execution
(2) Collect Information MOBILITY & SURVIVABILITY
(3) Process  Information (21) Overcome Obs tacles
(4) Dissemina te  Inte lligence (22) Enhance  Movement

MANEUVER (23) Provide  Counte rmobility
(5) Conduct Tactica l Movement (24) Enhance  Phys ica l Protection
(6) Engage  with Direct Fire  and Maneuver (25) Provide  Opera tions  Security

FIRE SUPPORT (26) Conduct Deception Opera tions
(7) Employ Morta rs (27) Provide  Decontamina tion
(8) Employ Fie ld Artille ry CSS
(9) Employ Close  Air Support (28) Provide  Transport Se rvice
(10) Conduct Electronic Collection and Jamming (29) Conduct Supply Opera tions
(11) Conduct Battle fie ld PsyOps (30) Provide  Personne l Se rvices
(12) Employ Chemica l Weapons (31) Mainta in Weapons  and Equipment
(13) Conduct Targe t Acquis ition Opera tions (32) Provide  Hea lth Services
(14) Employ Nava l Gunfire (33) Trea t and Evacua te  Ba ttle fie ld Casua ltie s
(15) Coord, Synch, and Integra te  Fire  Support (34) Conduct Enemy POW Opera tions

AIR DEFENSE (35) Conduct Law and Order Opera tions
(16) Take  Active  Air Defense (36) Provide  Hea lth Services
(17) Take  Pass ive  Air Defense (37) Trea t and Evacua te  Ba ttle fie ld Casua ltie s

COMMAND AND CONTROL (38) Evacuate  Non-combatants  from Area  of
Opera tions

(18) P lan for Combat Opera tions (39) Provide  Fie ld Services
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CCF 5-CONDUCT TACTICAL MOVEMENT
TASK T P U COMMENTS
PLANNING
1. Direct and Lead Task Force

During Planning for the Battle
a. Select and occupy assembly

area.
b. Conduct assembly area

operations and preparation for
combat.

c. Conduct assembly area
security.

d. Company/Team preparation
and troop leading procedures.

2. Receive Order From Higher
Headquarters

3. Conduct Mission Analysis
a. Conduct leader’s

reconnaissance.
4. Issue the Warning Order
5. Commander Issues Guidance
6. Prepare Staff Estimates

a. Intelligence.
(1) Conduct terrain analysis.
(2) Prepare intelligence

estimate.
(3) Develop reconnaissance

and surveillance plan.
b. Engineer.

(1) Integrate engineer effort.
(2) Conduct mobility

analysis.
(3) Prepare engineer

estimate/annex.
c. Fire Support

(1) Develop fire support
plan.

d. Combat Service Support
(1) Determine CSS

requirements.
(2) Update combat status.

7. Staff Develops Course of Action
8. Staff/Cdr Analyze Course of

Action
a. Plan scheme of maneuver.
b. Organize for combat.
c. Establish engineer priority of

effort.
d. Plan passage of lines.
e. Plan movement formations,

routes, and techniques.
f. Plan movement security.
g. Plan actions on contact.
h. Plan mobility operations.
i. Plan NBC operations.
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NUMBER AND PERCENT OF TASKS TRAINABLE
BY SIMITAR INTERVENTIONS

Battlefield Operating Systems

Intelligence Maneuver
Fire

Support
Air

Defense C2

Mobility/
Surviva-

bility CSS
Numbers of Tasks Totals

Intervention 12 172 90 33 24 149 38 518
AFIST 2 (17%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 2 (0%)
ARSI 5 (42%) 113 (66%) 0 (0%) 0 (0%) 0 (0%) 21 (14%) 0 (0%) 139 (27%)
BSTS 5 (42%) 20 (12%) 15 (17%) 13 (39%) 4 (17%) 32 (21%) 6 (16%) 95 (18%)
COFT 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
CSS ICW 4 (33%) 40 (23%) 0 (0%) 0 (0%) 8 (33%) 0 (0%) 21 (55%) 73 (14%)
DSTATS 1 (8%) 2 (1%) 8 (9%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 11 (2%)
EST 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

GFIST IIa 0 (0%) 1 (1%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 1 (0%)
Janus 11 (92%) 147 (85%) 73 (81%) 25 (76%) 18 (75%) 90 (60%) 29 (76%) 393 (76%)
M-SIMNET 5 (42%) 109 (63%) 0 (0%) 0 (0%) 0 (0%) 19 (13%) 0 (0%) 133 (26%)
SIMBART 2 (17%) 49 (28%) 46 (51%) 17 (52%) 15 (63%) 30 (20%) 14 (37%) 173 (33%)
SIMUTA 2 (17%) 67 (39%) 53 (59%) 17 (52%) 15 (63%) 32 (21%) 16 (42%) 202 (39%)
SLT 0 (0%) 2 (1%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 2 (0%)
TRIAGE 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
VMAT 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

Any Interventionb 11 (92%) 167 (97%) 75 (83%) 28 (85%) 21 (88%) 105 (70%) 34 (89%) 441 (85%)

a Does not train brigade- and battalion-level tasks in Fire Support; trains only one task (Call for Fire) at lower echelons.
b Last row indicates number and percent of tasks that are trainable by one or more interventions.
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BRIGADE STAFF PERFORMANCEa

Number of
Obs ervations P(T)b P(T or P)c M d

(SD)

Statis tically
Significant?e

Tas ks

NTC 98 NTC 96 NTC 98 NTC 96 NTC 98 NTC 96 NTC 98 NTC 96 Linear
Non-
linear

All 169 155 4 2 66 26
0.70

(0.54)
0.28

(0.49) Yes Yes

SIMITAR
Trainable 137 124 4 2 69 27

0.74
(0.53)

0.30
(0.50) Yes Yes

a Performance  is  rated Trained (T), Needs  Practice  (P), or Untrained (U).

b Percent of tas ks  rated T.

c Percent of tas ks  rated T or P.

d Mean and (s tandard deviation) of rating where T = 2, P = 1, and U = 0.

e Difference  is  s ignificant if probability < .05 (two-tailed tes ts ) in linear and nonlinear regres s ions  that the res ult
would occur by chance .
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TASK FORCE PERFORMANCEa

Number of
Rated Tas ks P(T)b P(T or P)c

M d
(SD)

Statis tically
Significant?eTas k

Force
Tas ks

NTC
98

NTC
96

NTC
98

NTC
96

NTC
98

NTC
96

NTC
98

NTC
96 Linear

Non-
linear

All 958 401 8 4 80 59
0.89

(0.52)
0.63

(0.56) Yes Yes
Armor

SIMITAR
Trainable

882 351 9 5 81 58
0.90

(0.52)
0.63

(0.58) Yes Yes

All 712 342 5 7 57 61
0.63

(0.58)
0.68

(0.60) No No
Mech In

SIMITAR
Trainable

664 290 5 8 58 64
0.63

(0.58)
0.72

(0.60) Yes Yes

a Performance is  rated Trained (T), Needs  Practice  (P), or Untrained (U).

b Percent of tas ks  rated T.

c Percent of tas ks  rated T or P.

d Mean and (s tandard deviation) of rating where T = 2, P = 1, and U = 0.

e Difference  is  s ignificant if probability < .05 (two-tailed tes t) in linear and non-linear regres s ions  that the
res ult would occur by chance.
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NUMBER OF JANUS EXERCISES IN PRE-NTC
TRAINING

Unit NTC98 NTC96

Brigadea 12 1

Armored TFb 12 3

Mech Infantry TFb 8 4

a A brigade Janus exercise involves 150-225
personnel over an IDT weekend; training time is
about 16 hours.

b A task force/battalion Janus exercise involves about
40 personnel over an IDT weekend; training time is
about 16 hours.
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ARMORED TASK FORCE PERFORMANCEa ON
SIMITAR-TRAINABLE TASKS BY BATTLEFIELD

OPERATING SYSTEM (BOS)
Number of

Observa tions P(T)b P(T or P)c
M d
(SD)

Sta tis tica lly
S ignificant?eBOS

NTC 98 NTC 96 NTC 98 NTC 96 NTC 98 NTC 96 NTC 98 NTC 96 Linear
Non-
linea r

Inte lligence 11 11 0 0 82 45
0.82

(0.40)
0.45

(0.52) No No

Maneuver 616 121 8 7 81 61
0.89

(0.51)
0.69

(0.60) Yes Yes

Fire  Support 75 73 0 5 100 56
1.00

(0.00)
0.62

(0.59) Yes f

Air Defense 27 4 0 0 81 75
0.81

(0.40)
0.75

(0.50) No No

C2 21 21 81 5 100 57
1.81

(0.40)
0.62

(0.59) Yes Yes

Mob & Surv 99 92 2 2 57 50
0.59

(0.53)
0.52

(0.54) No No

CSS 33 29 24 0 97 83
1.21

(0.48)
0.83

(0.38) Yes Yes
a Performance is  ra ted Tra ined (T), Needs Practice  (P), or Untra ined (U).
b Percent of tasks  ra ted T.
c Percent of tasks  ra ted T or P.
d Mean and (s tandard deviation) of ra ting where  T = 2, P  = 1, and U = 0.
e Diffe rence in ratings  is  s ignificant if probability < .05 in linear and non-linear regress ions  (two-ta iled te s ts) tha t the result

would occur by chance .
f Non-linear ines timable due  to zero variance in one  group.
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SIMITAR INTERVENTIONS THAT WERE USED BY
THE 116th BRIGADE’S ARMORED TF FOR

MANEUVER TASK TRAINING

SIMITAR Interventions  that can
train tas ks  under Maneuver BOS Was  the  Intervention us ed  to  train Maneuver tas ks ?

ARSI Not at tas k force  leve l

BSTS Very little

CSS ICW Only at Support Battalion

Janus Yes

M-SIMNET Not at tas k force  leve l

SIMBART Embedded in Janus

SIMUTA Embedded in Janus  and M-SIMNET
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SUPERIOR NTC PERFORMANCEa BY BRIGADE
AND ARMORED TF AND RELATED SIMITAR

TRAINERS

Superior PerformancebBattle fie ld Operating
Sys tem

Brigade , NTC 98 Armored TF, NTC 98
SIMITAR Trainer

Inte lligence Janus

Maneuver Janus

Fire  Support Janus

Air Defens e Janus

C2 Janus

Mobility and Survivability Janus

CSS Janus

a Compared to  performance  at NTC 96.

b Significance  tes ts  in linear and on-linear regres s ions  (two-tailed tes ts ) indicate probability < .05
that the  checked res ults  would occur by chance.
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SUPERIOR NTC PERFORMANCEa BY
 MECHANIZED INFANTRY TFs

Superior Performance bBattle fie ld Operating
Sys tem Mech Inf TF, NTC 98 Mech Inf TF, NTC 96

Inte lligence

Maneuver

Fire  Support

Air Defens e

C2

Mobility and Survivability

CSS

a Compared to  performance  at other NTC rotation.

b Significance  tes ts  in linear and nonlinear regres s ions  (two-tailed)
indicate  probability < .05 that the checked res ults  would occur by
chance .
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SUPPORT BATTALION PERFORMANCEa ON
SIMITAR-TRAINABLE TASKS BY BATTLEFIELD

OEPRATING SYSTEM (BOS)
Number of Rated

Tas ks P(T)b P(T or P)c
Md

(SD)
Statis tically

Significant?eBOS

NTC 98 NTC 96 NTC 98 NTC 96 NTC 98 NTC 96 NTC 98 NTC 96 Linear
Non-
linear

Inte lligence 9 0 0
---

100
--- 1.00

(0.00)
--- --- ---

Maneuver 53 0 0
---

100
--- 1.00

(0.00)
--- --- ---

C2 11 21 0
0

100 57
1.00

(0.00)
0.57

(0.57) Yes f

Mob & Surv 31 0 0
---

100
--- 1.00

(0.00)
--- --- ---

CSS 30 0 0
---

80
--- 0.80

(0.41)
--- --- ---

a Performance  is  rated Trained (T), Needs  Practice  (P), or Untrained (U).
b Percent of tas ks  rated T.
c Percent of tas ks  rated T or P.
d Mean and (s tandard deviation) of rating where T = 2, P = 1, and U = 0.
e Difference  in ratings  is  s ignificant if probability < .05 in linear and non-linear regres s ions  (two-tailed tes ts ) that

the  res ult would occur by chance.
f Non-linear ines timable  due to zero variance  in one group.
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CONCLUSIONS

• Whether we use external or internal performance benchmarks,
data from rotations at the NTC and from AT venues indicate that
performance in the field improved with exposure to SIMITAR
devices, courseware, and strategies.

• There is statistical evidence—in addition to users’ testimony and
informed judgments of training usefulness—that SIMITAR training
does significantly improve training performance.
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Making the Case for TrainingMaking the Case for Training
System (CCTT) EvaluationSystem (CCTT) Evaluation

Dr. Stephen L. Goldberg
Simulator Systems Research Unit

U.S. Army Research Institute
Orlando, FL
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Measurement: The Missing Link

“Effective and Efficient Training Requires Explicit
Quantitative Measurement”

Measurement of Training is Necessary to Provide:

• “Return on Investment” Information to Senior 
   Managers to Guide Expenditures  of Army Training
   Resources

•Feedback for Trainers and Training Designers

Army Science Board, 1985
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Army Science Board, 1985

•  Change emphasis from individual to collective training.

•  Help Commanders to use training resources in an
    integrated training program.

•  Develop methods to quantify the effectiveness of unit
   training.

•  Training Devices, Simulators, and Simulation methods
   and practices seldom receive rigorous training
   effectiveness analysis-many adopted without validation.
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Simulation-Based Unit Training

•  Fewer dollars for military training
•  Increased cost and capabilities of weapon systems
•  Changes in political and environmental realities
•  Increased capabilities of simulators

Less Field-Based Training more Simulation-Based Training
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Distributed Simulation

•  SIMNET, DARPA Program begun in 1983
•   256 Simulators fielded at 10 sites.
•   Demonstrated Simulator Networking Technology
•   SIMNET demonstrated capability of simulation to
     provide a dynamic battlefield environment
•   SIMNET aimed at 80% fidelity solution
•   No training features (Operator Station, AAR, etc.)
•   Could not represent wide variety of battlefield
    conditions-limiting task coverage

SIMNET
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Distributed Simulation

 Close Combat Tactical Trainer (CCTT)

•  Army Procurement Program ACAT II
•  Requirement to fix SIMNET shortcomings.
•  Features:

• Flexibility of conditions
• Terrain not limited to known maneuver areas
•Weather not limited to existing conditions
• Light conditions on demand

• Segmentation  (begin attack at PL Alpha)
• Repeatability  (under exactly the same conditions
• Combined arms
• Actual CS and CSS Time Constraints
• After Action Review Station
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   Field training and CCTT training offer different
strengths and weaknesses

CCTT doesn’t allow soldiers to experience adverse
conditions and real world weather and terrain.
 CCTT fidelity limits performance of some tasks
Field Training provides realistic conditions for one
time and place but safety factors, maintenance,
instrumentation limitations, transportation
requirements limit training time and training
effectiveness

Training in the Field vs. CCTT
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Training Effectiveness
Field Training vs Simulator-based Training

•  Nobody questions field/live training as an effective 
    training method.

•Validated over an extended period of use. (DOD,IG 1997)
   
•  Unit Simulator-based training is relatively 
    new-its credibility-unproven.

•   “Return on Investment” Numerous questions about CCTT  
• Army
• GAO
• DoD
• Congress  
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•What is the appropriate mix of live and simulation training?
•Can simulation-based training substitute for live training?

•If so, what are the cost savings from less live training?
•Can skills be acquired and sustained in CCTT?
•How much time should units spend in CCTT?
•How should they train in CCTT?
•Does training in CCTT transfer to field training?
•Does training in CCTT transfer to combat?

Could traditional Operational Testing answer these questions? 

“ROI” Questions
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Real System
in

Real Operational Environment

Training System and Training Strategy
in

Virtual Operational Environment
measure performance in

Real Operational Environment

Weapon System vs. Training System Testing

System
IOT

CCTT
IOT
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Boldovici and Bessemer

•  1994 Technical Report discussed problems with
    previous attempts at evaluating SIMNET
•  Described problems with “one-shot” empirical testing
•  Discussed analytic approaches
•  Made recommendations for CCTT testing options

Training Research with Distributed Interactive
Simulations:  Lessons Learned from Simulation 

Networking
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Empirical Evaluations

•  Advantages:
• Support for inferences about the effect of CCTT
  training on live unit performance.
• Budget justification
• Compliance with regulations
• Tryout training advances

•  Disadvantages
•Limits on resources cause compromises in research
• designs and execution.
•Insufficient statistical power
•Inadequate sampling
•One-shot character - effectiveness changes over time
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CCTT IOT&E

•  Conducted Nov, 1997- May, 1998
•  One Bn Treatment Unit - Trained in CCTT Tested at NTC
•  No platoon exercises,  all training at Company and Bn Task Force
•  Structured training approach was not used by Treatment Unit. 

• Training Effectiveness Criterion:Units training with 
  CCTT perform at least as well as units training without CCTT.

At NTC CCTT trained unit did do at least as well as baseline
units-  OPTEC rated criterion  YES*  asterisk noted 
to fully address training transfer continuous evaluation was needed
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CCTT IOT&E

• Small sample size limits inferences on training effectiveness

• Issues not addressed:
• The amount of training within CCTT that transfers to the field
• The optimal  strategy or mix of CCTT training exercises
  within the current mix of live and simulator training
• The optimal length of time a unit should train in CCTT
• The identity of which tasks are best trained in CCTT
  and which are best trained by some other method.

“ROI” Questions Remain Largely Unanswered After IOT&E
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Training in CCTT

• CCTT fielded at Ft Hood, Ft Knox, Ft Benning
• Contractor Logistic Support of Training
• STRUCCT Training Support Packages
• Unit Training Strategies
• Commander Independent Training Tool (CITT)
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Feedback for Trainers and Training Developers

Questions

• What strategies are producing the best results in training
   performance?
•  How should CCTT be used within an overall Combined
   Arms training strategy?
•  What are trainers and soldiers opinion of structured 
    training packages?
•   How is CITT being used?  What do Commanders think
    of it?
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Long-Term Evaluation (LTE) IPTLong-Term Evaluation (LTE) IPT

• IPT formed with representatives from PM CATT, TSM
CATT, ARI, ATEC, Armor, Infantry and Aviation
Centers, 7th Army Training Center, and DOTE.

• The IPT met over 18 months to develop LTE purpose,
scope, objectives, MOEs/MOPs, and a set of
experimental designs.

• Agencies involved have different perspectives but
overall goal is the same - learn more about how and
how well the Army uses simulation
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• Multiple approaches required to address objectives
collect data from enough units to ensure stability of
results and statistical power of tests.

• Take advantage of scheduled tests, field training events
and CTC rotations.

• Focus data collection on units six months after CCTT
fielding to ensure results reflect entire army.

EVALUATION CONCEPTEVALUATION CONCEPT
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Objective 1:  Demonstrate that task performance improves
with training in CCTT.
Objective 2:  Identify the factors and conditions for effective
training in CCTT.
Objective 3:  Demonstrate training transfer from the CCTT
environment to the field environment.
Objective 4:  Determine the best ways to incorporate CCTT
training into a unit’s training program.

CCTT LTE OBJECTIVESCCTT LTE OBJECTIVES
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Review Current and Anticipated Training Capabilities
•Describe capabilities of selected existing systems
•Identify critical system characteristics and the range of
 capabilities on those characteristics

•Review Training Requirements for Selected Systems
•AV-CATT primary example

•Develop Methodology
•Determine questions to be addressed
•Demonstrate methodology for specific example

•Integrate Methodology with Existing Procedures

Develop an approach for evaluating the capabilities
of virtual simulation to represent the tasks and missions
within a given military application domain.

ARI Studies Program

Training Concepts for Virtual Environments
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CCTT Training Effectiveness Evaluation

•  Long-term Evaluation Plan briefed to Army Leadership
•  Need is supported, but no funding yet.
•   Will it happen?

• How much priority does Training Effectiveness
  Evaluation have among Army priorities?

•Funding Cuts and Agency Consolidations
•School Based Testing Boards-Gone
• Directorates of Evaluation-Gone
• Training Study Funding-Severely Cut
• TRAC,WSMR - Limited Personnel and Funding
• ARI-Research Agency, Not funded or staffed for mission
•ATEC-Only as part of acquisition process

Who has the mission and funding to do
 Training Effectiveness Evaluations?
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Strengths and Weaknesses of Alternative Measures:
Rating by Direct Observation, Objective Scoring of

Results, Self Appraisal, Peer Appraisal, & SME
Judgment

Larry L. Meliza
US Army Research Institute

Simulator Systems Research Unit



D
-238

Briefing Objectives

•Explain why the topic is so timely

•Define and describe the five types of measures

•Compare measurement types in terms of six variables

•Present suggestions for how to best use each type of measure

•Describe impacts of force modernization and training
 technology on the use of these measures
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Exchange
Ratios

Process-
Oriented

Product-
Oriented

Engage
enemy at long
ranges with
supporting
fires

Main body
avoids
detection by
enemy

Fire support graphics
distributed to platoon
level before LD
crossed

Crews avoid
skylining during
movement

Includes Process and Product Measures

Most measures have both a product and a process component.  Specific
measures may be more product or process oriented in comparison with other
measures

Advances in Training Technology Facilitate Measurement in the Mid Range,
Supporting a Chain of Causality

Timely Topic

Continuum
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New weapon,
digital and
RSTA systems

Selected Mechanisms

Improved situational
awareness/understanding*

Increased confidence*

Ability to control a larger
area

More rapid planning

Ability to engage enemy at
long ranges with supporting
fires

Reduced ability of enemy to
control how/when contact
initiated

 Weakened enemy morale*

Improved
Mission
Outcomes

Critical Measurement Targets
Product-oriented Measures Highly Desirable

Force Modernization Measurement Concerns

Timely Topic

* Cognitive Events
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•Observation of the behavior of leaders, soldiers, vehicles,
  and units

•Assess whether the events promoted by tactical doctrine
 occur  in practice (e.g.,  after issuing the OPORD,  the
 leader  asked questions to make sure everyone
 understood their roles and responsibilities)

•Assess whether events that should not occur do/do not
 occur in practice (e.g., crews repeatedly engage enemy
 vehicles that have already been destroyed)

•Application of the measure may be supported by
 automation (e.g., a display may show where rounds impact
 as a function of time to help a trainer decide if a unit fired
 within its assigned sector)

Direct Behavioral Observation
Description
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3 No. of TOW and Tank Main Gun Rounds Fired at Dead Vehicle 25% Percent of Total Rounds Fired

II

II

3

2
5

35%

45%

20%

Legend

Fully Operational Catastrophic Loss Fire Control Kill Mobility Kill Commo Kill

Direct Behavioral Observations Facilitated by
Training Technology

Description
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•Aggregation of behavioral observation data to provide a
 summary of some aspect of unit performance

•Examples:

-  Only two of five events expected to occur in association
   with the issuance of an OPORD were observed

-  three of five indices of fire control problems were
   observed (less than half of the enemy vehicles in contact
   with the platoon were engaged,  half of the platoon
   vehicles failed to engage the enemy,  the platoon did not
   return fire within one minute of the initial enemy
   engagement)

Objective Scoring
Description
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•An estimate of the impact of unit performance on “peers,”
 made by “peers”

•May be performed by the opposition force (the unit made
 poor use of cover and concealment) and may include data
 to substantiate the appraisal (we saw ten vehicles from the
 company team before it was in range of our weapons)*

•May be performed by adjacent, supporting, and higher
 units(Company A was not ready to make use of our
 engineering assets when we arrived)  and may include data
 to substantiate appraisal (we were at their position for over
 30 minutes before we were given out first tasking) *
* If the substantiating data are collected/provided via a checklist, then it is
  an example of direct observation of behavior.  If  “peers” provide the
  substantiating data on their own initiative, then it is part of a peer
  appraisal.

Peer Appraisals
Description
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•Exercise participants may provide estimates of their own
 strengths and weaknesses (e.g., we took too long to select
 our firing positions)

•Exercise participants may provide information regarding
 their situational awareness/understanding at various points
 during the exercise (e.g., we were able to verify enemy
 locations before we reached Phase Line Dog)

•Leaders may provide information regarding what they did
 to monitor the performance of subordinates

•Participants may also provide data to substantiate their
 appraisals (we knew where the enemy placed its obstacles
 before we crossed the LD, but the positioning of their
 dismounts was a complete surprise)

Self Appraisals
Description
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•This class of measures assumes that estimates of unit
  proficiency are being  made by someone with the
 expertise needed to  consider the impact of the specific
mission, enemy, terrain, troop, and time (METT-T) situation
and define scoring criteria

•The resulting appraisal may summarize a key aspect of
  performance (unit fires were largely uncontrolled) and
  may or may not include a justification for the appraisal.

SME Judgments
Description
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Variables Considered

•Validity   Does the measure do a good job of predicting
future performance and does it measure a credible,
meaningful capability?

•Reliability  If the measure is applied by more than one
individual will it tend to provide the same results for a
specific instance?

•Workload  Does application of the class of measures
impose a heavy workload on trainers?

•Documentation  Can it be used to illustrate/prove the
existence of a performance problem?

•Corrective Actions  Does it point the way towards a specific
corrective action?

•Sole Source  Are there unit strengths and weaknesses that
can only be measured with a specific class of measures?

Comparisons
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Point Towards Corrective Actions

•Direct behavioral observations point towards specific
 corrective actions, but they may result in lengthy “laundry
 lists” of performance problems

•Objective scoring,  peer appraisals, self appraisals and
  SME judgments offer the potential of describing problems
 at a high enough level to guide remedial training strategies

Objective scoring combined with results of observations
provide the most specific training guidance

•Appraisals that include specific examples provide better
 guidance than appraisals without examples

Comparisons
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Document or Prove the Existence of
Specific Problems

•Direct behavioral observation supports
 documentation (especially when supported by
 automated data collection)

•An accurate self assessment reduces substantially
 the need to document performance problems (for
 training feedback purposes)

•Substantiating data behind appraisals (and
judgments) help to  document the identified
strengths and weaknesses

Comparison
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•Behavioral observation requirements can overwhelm
  trainers

•Observers need to be trained if they are to employ
  measures in a reliable manner

•Considerable time may be required to collect
  information from peers and exercise participants
  regarding their appraisals of performance

•The application of automation to data collection and
  scoring helps to reduce the workload

•The results of appraisals (self,  peer and SME) can be
  used to reduce the feedback preparation workload

Workload
Comparison
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Maneuver

Evaluations

AAR Aids

Weak in performing actions on the objective.
Did not execute effective actions on contact.
Did not execute a surveillance plan to support actions on contact.
Do not understand the fundamentals of direct fire planning.
Did not prepare weapon system range cards and sector sketches.
Did boresight weapon systems before moving to a tactical position.

Do not understand the fundamentals of direct fire planning.

MVR
FIRE SPT

ADA
C&C

INTEL

M/S & NBC
CSS

Search for:

Search

Note: Above evaluations obtained from CALL NTC Trends, 3d & 4th Qtrs FY 96.

Using SME Appraisals to Guide Employment
of Direct Observation and Scoring

Comparison
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•Direct observations of behavior are more reliable than
  subjective appraisals

•Specific behavioral observations will differ from one
  another in terms of reliability (e.g., the OPORD
  contained all necessary information versus all
  immediate subordinates were present for the OPORD)

•Subjective appraisals increase in reliability to the extent
 that the appraisals are backed up by substantiating
 data (and/or guidance is provided for making appraisal).

Reliability
Comparison
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•Self appraisal is the sole source of information regarding
 - actual situational awareness/understanding
 - a unit’s perception of its strengths and weaknesses
 - leader monitoring of subordinates
 - the impact of unit SOPS on performance

•Peer appraisals by higher, supporting and adjacent units are
 probably the best way to help identify problems in SOP
 compatibility among units

•Peer appraisals by the opposing force are the best source of
  information regarding impacts of unit performance on
 enemy situational awareness/understanding and morale

Sole Source of Information
Comparison
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•Direct observations can help to establish a chain of
  causality (if sufficient product-oriented measures are
  employed)

•Self appraisals can be tainted
  - limited knowledge of tactical situation
  - ego

•Direct observations (and scoring based on these
 measures) can provide inaccurate information under
 certain METT-T conditions (SMEs can account for
 METT-T impacts)

Validity
Comparison
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Breach
Initiated

Rounds
Per

Minute

Breach
Force

Casualties

35

30

25
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5

0

Time

8

6

4

2

0

Smoke
Breach Force Losses

Legend Direct Fire
Indirect Fire

06:00 06:05 06:10 06:15 06:20

Breach
Complete

06:25 06:30

Linking Performance to Outcomes

11

Comparison
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Impact of Force Modernization

•Performance measurement will be applied in real time
as part of an operational system (direct observations
supported by automation)

•Digitization and RSTA systems can increase the validity
and reliability of self appraisals (if they improve
situational awareness and understanding)

•Tactical doctrine driving the more process-oriented
direct behavioral observations is evolving,  and the more
product-oriented measures are needed to validate new
doctrine

•The workload associated with direct behavioral
observations will increase to address operator and user
interactions with digital and RSTA systems, interactions
among systems, and interactions among system users
and operators

Modernization
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•The value of opposing force and friendly peer appraisals
increases, because cognitive events are important
modernization variables

•The value of self appraisals increases because situational
  awareness and innovative methods for monitoring
  subordinates are important modernization variables

Impact of Force Modernization (Continued)
Modernization
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BN TF Receipt of
FRAGO 3

from Higher (oral or
written)

Start of Mission
(LD or defend time)

101500June 101900JuneDTG: 101100June 102300June
1/3 2/3 10

A Co
101445

C Co
101505

B Co
101515

D Co
101915

Time when each company team receives OPORD relative to time
when battalion receives OPORD and time when unit should be
prepared to perform mission

Timely Dissemination of Orders
Modernization

Digitally transmitted orders and graphics allow for compliance
with 1/3-2/3 rule to be automatically measured.  Company D
receives OPORD too late to support adequate planning and
preparation.
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Conventional Initiated Contacts Modernized Force Initiated Contacts

33%

29%

11%

27%

23%

5%

63%

9%

OPFOR

M
an

eu
ve

r

Fire Support

ADA

OPFOR

Maneuver

Fire Support

ADA

Percent of OPFOR initiated contacts

Percent of BLUFOR maneuver initiated contacts

Percent of BLUFOR fire support initiated contacts

Percent of BLUFOR ADA initiated contacts

Friendly Control of When/How Contact is Initiated

Modernization

Data are hypothetical
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Summary

•Direct observations, objective scoring, peer appraisals,
  self appraisals, and SME appraisals  each make unique
  contributions to unit performance measurement

•Advances in training technology have enhanced the ability
  to employ objective product-oriented measures of
  performance

•Self appraisals and peer appraisals are likely to provide
  information regarding the impacts of force modernization
  on friendly and enemy cognitive events

•Objective scoring, SME judgments,  peer appraisals, and
  self appraisals can help focus feedback sessions and
  point towards remedial training strategies
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MANPRINT Test
and Evaluation

Mr. Frank J. Apicella, 
AEC Technical Director
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“MANPRINT T&E is Broke”

MANPRINT is not resourced sufficiently
Insufficient emphasis placed on planning, analysis,

evaluation, and reporting
Assessment and corrective action review process is

lacking
Measurement tools are inadequate
State-of-the-art analysis not conducted
Ineffective reporting and display methods
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Planning

MANPRINT requirements must be emphasized:

   SMMP: “rarer sightings than Halleys Comet”

   ORD: “MANPRINT Boiler plate”

   COICs: “MANPRINT additional, never critical”

   SEP/EDPs: “This is where we can make a difference”
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Lack of MANPRINT
Evaluation Resources

MANPRINT Resources must support:

   Evaluation planning, Mod/Sim, testing, assessment, corrective
action, continuous evaluation, and reporting

  “MANPRINT expertise in evaluation directorates is gone.”

   Three MANPRINT professionals at AEC.

            - New methodologies

            - Overarching support

            - Document review

  Contracting

  HRED L&O

  MOA with HRED
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MANPRINT Assessment
and Corrective Action Process

  “Lack of systematic approach for tracking and correcting
MANPRINT problems.”

  Categorizing degree of severity of MANPRINT findings

   - Safety domain

   - “What about the others?”

  Assessment Conference
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Ineffective Critical Data
 Sources

  Surveys  (Questionnaires) “Too long”

  Interviews (De-briefings) “Testers shy & EOT issues”

  Observations “Right people to talk to troops”

  Quantitative Data “Thought process not there”

  After Action Reviews (AARs) “Access”



Army Evaluation Center

D
-267

Ineffective Analyses, Reporting,
 and Display Methods

  Measures of central tendency vs variance “Plagued
with page after page of survey summary statistics.”

  Inter-rater reliability

  MANPRINT AAR

  Correspondence Analysis with Figures of Merit
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Measures of Central Tendency
 vs Variance

  Measures of central tendency vs variance “Plagued
with page after page of survey summary statistics.”

   - Central Tendency (agreement): Mean, Mode, Median

   - Normal distributions (bell shaped curve)

   - Variance (disagreement): tails, standard deviation,
variability

   - Non-normal distributions (bi-modal, rectangular)
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Inter-rater Reliability

We must:

  Ensure consistent observations by raters in observing
mission task performance

  Standardize observer criteria

  Provide sufficient practical exercises for SME/Ocs to be
practiced and confident

  Identify sources of individual variability

  Standardize use of rating scale
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MANPRINT AAR

  What is it: End of test briefing of significant MANPRINT
observations

  Attendees: Test player and test and evaluation team
personnel ONLY

  Object: Refinement, consensus, and validation
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Correspondence Analysis

The application of statistics to describe the
relationships between the rows and columns
of a large matrix of count data.

Figures of Merit
Quantitative values which describe the level of association
between each row and column and the profile similarity of  rows
or columns of a matrix of count data.

Profile
The frequency of observations in each cell of a row (or column)
relative to the total count in that row (or column).

Can be used:
- inter-rater profiles
- trend analysis
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Army Evaluation Center

D
-273

Task Force XXI AAR Figures of Merit

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

BL BDE BL BN EX BDE EX BN

Enemy SA
Friendly SA
Logistics
Staff Coordination
Staff Planning

Problems with
 Friendly SA

Problems with
 Enemy SA

and
Staff Coordination

Problems with
 Friendly SA

Problems with
 Logistics

and
Staff Planning

Mixed Results

No Problems
 with

Enemy SA



Army Evaluation Center

D
-274

Bottom Line

MANPRINT

We can do better



Army Evaluation Center

D
-275

Figures of Merit

RATING
AREA VP P NEU N VN

CCIR 0.32 0.97 0.45 0.06 0.17

Info Quality 0.19 0.70 0.84 0.40 0.17

Info Relevance 0.44 0.96 0.32 0.14 0.13

Preformatted Msgs 0.43 0.14 0.52 0.95 0.93

Orders/Plans 0.32 0.17 0.64 0.91 0.91

Coordination 0.95 0.35 0.39 0.54 0.34

Synchronization 0.89 0.14 0.67 0.59 0.48

Mission Analysis 0.62 0.88 0.32 0.09 0.10

COA Analysis 0.41 0.47 0.25 0.55 0.92

Wargamming 0.63 0.43 0.15 0.50 0.88

Intelligence Support 0.50 0.72 0.73 0.15 0.07

Profile Similarity

.727

.727

.813

.813

.637

.637

Similar Operator Rating 
Profiles 

in these areas

    Very Positive
 Results

    Very Negative
 Results

    Little Similarity
in

Operator Rating 
Profiles
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Army Battle Command
System Operator Ratings

Rating

Area VP P NEU N VN

Answer the CCIR 16 79 39 2 2

Information Quality 11 64 54 11 0

Information Relevance 23 84 35 8 1

Timeliness of Preformatted Messages 16 37 36 21 16

Time to Prepare Orders and Plans 10 32 35 14 12

Coordination with BFAs 33 43 29 12 2

Synchronization with BFAs 32 31 43 9 5

Mission Analysis 18 47 31 8 5

COA Analysis 15 44 26 7 10

Wargamming 19 40 18 5 12

Timeliness of Intelligence Support 17 45 34 6 3

Results Are Not Always
Obvious Through 

Observation
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Interpreting the Figures
of Merit

  Rows and columns with a high level of association will
have figures of merit close to 1.
  Rows and columns with an opposite level of

association will have figures of merit close to 0.
  Rows and columns with little to no level of association

will have figures of merit close to .5.
  Rows or columns with very similar profiles will have

figures of merit close to 1.
  Rows or columns with no similarity of  profiles will have

figures of merit close to 0.
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Exploratory Issues

  Which rows and columns have a high level of
association?
  Which rows have similar profiles?
  Which columns have similar profiles?
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Logistics
Staff Coord

Task Force XXI AAR
Category ProfilesSome Similarity
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 Between 

Staff Coordination
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Enemy SA
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of Problems
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Staff Planning
and

Logistics Overall

Very Little Similarity
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Among 
Other Areas Overall
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Conclusions

   Correspondence analysis can be a useful analytical
tool for analyzing and extracting information contained in
large tables of count data.

   Correspondence analysis  provides an effective
means of describing the similarities, differences and
associations between and among the rows and columns
of count data contained in large tables.
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